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Marek Gruszczyński

Sample bias in the research 
on corporate bankruptcy

Quantitative studies on bankruptcy  
and financial distress in Poland have 
more than twenty years of history. 
There is another 30 years from the 
world’s first works on this subject. 
Studies at the international level are 
still ahead of us, mostly because they 
are created directly by the research 
community in the field of corporate fi-
nance and accounting. 

In Poland, such an understanding 
of empirical research in finance and ac-
counting is not frequent; valuable re-
search in this scope are the domain of 
methodologists (statisticians, econometri-
cians, data analysts, etc.). What is more, 
it is rare to communicate the results of 
these studies in English and to participate 
in the worldwide scientific discourse. I 
mean, for example, such leading journals 
as: “Accounting Review” (45 points on 
ministerial list A in Poland), “Journal of 
Business, Finance and Accounting” (20 
points), “Journal of Empirical Finance” 
(25 points), “Journal of Corporate Fi-
nance (40 points), “Contemporary Ac-
counting Research” (40 points), “Journal 
of Accounting Research” (45 points), 
“Journal of Accounting and Economics” 
(50 points), “Review of Accounting Stud-
ies” (35 points). We are also rarely present 
in international journals of slightly lower 
rank.

We have extensive national literature 
on the subject of studies on insolvency, 
bankruptcy and financial distress, which 
is not particularly well-known in the 
world. At the same time, we commit a 
variety of methodological mistakes in 

these studies, which we often point out to 
ourselves, and which is also the subject of 
discussion in this elaboration. The article 
is devoted to one of the methodological 
problems that occur when using classical 
models of bankruptcy, meaning the mod-
els estimated on the basis of non-random 
samples of companies. It is about the bi-
ases resulting from sample selection and 
their influence on the estimation of bank-
ruptcy probability. 

The following sections present com-
ments on sampling in the research on 
bankruptcy in Poland, a comment on the 
possible errors related to sample selection, 
a method of correction of the logit model 
of bankruptcy, a general relation between 
a biased and unbiased probability of 
bankruptcy of a single company, as well 
as variants of this relationship for models  
other than the logit model. The article 
ends with comments on classification 
models and a summary.

Sample election in the studies  
on bankruptcy and financial  
distress in Poland

The reports on the results of research 
on bankruptcy or financial distress of 
companies in Poland are released often or 
very often. A few last monographs – with 
comments on the choice of the research 
sample – are presented below.

In the book edited by A. Adamska and 
E. Mączyńska [2013], the methodological 
part included four texts: W. Rogowski, 
K. Duleba [2013], M. Ciszewska [2013],  
M. Tymoszuk [2013], P. Antonowicz, M. 
Zwierzyńska [2013]. In the first of them 
[Rogowski, Duleba, 2013], the “classic” 
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models of research on bankruptcy in Po-
land for the data from companies of the 
Warsaw Stock Exchange (WSE), which 
filed bankruptcy applications in the years 
2005-2010 were used. The study revealed 
pretty good quality of the known discri-
minant models for completely new data. 
In her article, M. Ciszewska [2013] analy-
ses 16 companies of the WSE, including 
eight, which announced bankruptcy pro-
ceedings, or declared bankruptcy in 2010, 
and eight, which did not announce it. For 
these 16 companies, the normality of the 
distribution of independent variables in 
the potential bankruptcy model has been 
verified, and then the discriminant analy-
sis has been applied. Apart from other 
weaknesses of this research, sample choice 
itself and the sample size are difficult to 
accept. In the article of M. Tymoszuk 
[2013], the Author’s own model is based 
on the assumption that the sample con-
sists of the companies that have declared 
bankruptcy in the years 2007-2010, and 
whose assets are in the range of PLN 30 
million-435 billion. “Healthy” companies 
were added to them at the ratio of 50:50, 
and in total, the sample comprises in 68 
companies. The choice of the non-bank-
rupt companies was random. Although 
the Author indicates that the propor-
tion of the bankrupt companies in the 
population is 18 percent, she claims (al-
legedly1 after B. Prusak, 2005), that the 
sample with the structure corresponding 
to the population of all companies results 
in similar effects as the balanced sample. 
This is not entirely true, but the fact of 
paying attention to this issue should be 
commended. By the way, I really do not 
like the title of this article, which is odd 
as for a title of a research article.

The book of P. Antonowicz [2015], pro-
vides a comprehensive picture of the Pol-
ish studies on bankruptcy, including also 
the methodological comments of the Au-
thor. These comments, for example, point 
1 According to B. Prusak, there is no such statement 
in his book.

out to the quality of data on the compa-
nies recognised as insolvent companies in 
the research samples. In the same book, in 
its methodological part, the Author does 
not devote his attention to the subject of 
the selection of companies to research 
samples. He focuses on the careful de-
scription of his own sample of bankrupt 
entities. This sample itself, at first con-
sisting of 4,750 companies that were de-
clared bankrupt in the years 2007-2013, 
is a valuable output of this research. The 
Author can define it well and specify its 
weaknesses. But the selection of “healthy” 
companies to those that have gone bank-
rupt is not particularly exposed, because it 
is not even there. The Author used his own 
collection of data on bankrupt companies 
in Poland, among others, to show how the 
data about those companies provide the 
symptoms of bankruptcy a year, two, etc. 
before the time of its announcement. The 
monograph itself is a very valuable work 
representing a thorough analysis of data 
on the bankrupt companies in Poland at 
a specific time and place. It is a pity, that 
such a rich collection of data on bankrupt 
entities was not utilized in modelling with 
the samples of companies that are not fi-
nancially distressed.

The work of J. Kitowski [2015] is a 
kind of encyclopaedia of the Polish stud-
ies on bankruptcy, based on the method of 
discriminant analysis. The Author is also 
reliable in finding inaccuracies in the Pol-
ish language works reporting about mod-
els constructed in Poland and abroad. The 
layout of the book does not encourage 
methodological analysis, concentrating it-
self on a detailed reporting of subsequent 
studies on Polish companies. The reader 
does not learn about the Author’s opinion 
about the sample choice and other topics, 
for example normality of distribution of 
independent variables. However, I still 
pay compliments to the Author for chas-
ing nonsense in the national literature on 
the bankruptcy and insolvency models.

Practical theory
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Apart from these and other mono-
graphs, the Polish literature on these sub-
jects includes of course many reports in 
the form of articles. Some of them consti-
tute kind of benchmarks for the research-
ers on empirical accounting, and some do 
not, e.g. a very good model of P. Ciesielski 
[2005], published in “Rachunkowość”. I 
have the impression that the articles that 
are currently produced largely duplicate 
methodological ideas from the past, try-
ing to adjust them to the newer collec-
tions of data. Anyway, our authors and 
our studies are not visible in the global 
trend of empirical corporate finance and 
applied accounting, as mentioned above.

As a reader of national publications on 
financial distress and bankruptcy, what I 
miss there are the remarks on the quality 
of modelling and forecasts in the context 
of the used sample of bankrupt/distressed 
companies and the companies that are fi-
nancially healthy. Hence, the idea to take a 
closer look at these issues once more, espe-
cially because new works appear that ques-
tion the previous ways of drawing conclu-
sions on the basis of the estimated models.

Choice-based sample bias  
and sample selection bias

The basic “inconsistency”, which 
seems unsolved up to this day to the re-
searchers, results from the low frequency 
of the event/state of “bankruptcy” in the 
entire population of companies. Usually, 
the data on some specific group of bank-
rupt entities is obtained, and later, vari-
ous operations of selection of “healthy” 
enterprises to this already specified group 
are performed. M. Zmijewski [1984] was 
the first who drew attention to it. His 
work was quoted many times in subse-
quent years after its publication, but in 
most of the empirical studies the subject 
of the “problematic sample” was rather 
overlooked. More important for research-
ers were good forecasts/classifications ob-
tained from the models.

We will focus on the binary situation, 
which means modelling the Y variable 
representing the bankruptcy – based on 
the sample of bankrupt and non-bank-
rupt companies [cf. Gruszczyński, 2012]. 
Modelling involves the explanation of 
the Y variable using the model including 
the selected independent variables X (co-
variates). It is the binomial model of the 
Y variable, in which it takes two values: 
Y=1 (bankrupt) or Y=0 (non-bankrupt). 
Usually, the selected companies do not 
represent a random sample from the en-
tire population of companies. This causes 
biases. Two kinds of sample biases present 
in most of the studies are:
– choice-based sample bias, which means 

selecting the sample on the basis of ear-
lier knowledge on the dependent vari-
able (for example, first the data about 
the group of bankrupt companies is 
collected); the probability of entering 
the sample depends on the features of 
the dependent variable; for example, the 
sample is arranged in such a way, that 
all bankrupt companies are included, 
and the remaining (healthy) compa-
nies are selected using some matching 
scheme; 

– sample selection bias occurs when for a 
specific reason only some of the com-
panies enter the sample; in the case of 
studies on bankruptcy, it is typical to 
select only companies for which we 
have complete data.

The studies of M. Zmijewski [1984] 
were based on the probit model and in-
dicated that the choice-based selection 
bias decreases when the sample structure 
(bankrupt – non-bankrupt companies) 
approaches the structure that is present in 
the population, and is completely elimi-
nated when an appropriate method of 
model estimation is used. 

He also showed that the effect of both 
types of errors is the asymptotic bias of 
parameter estimates and bankruptcy 
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probability estimates. At the same time, 
it turned out that both types of errors 
did not have a significant impact on the 
accuracy of the classification and predic-
tion on the basis of the estimated models. 
However, he indicated that these errors 
have a clear influence on the estimates re-
lated to individual cases, e.g. on the esti-
mates of the probability of bankruptcy of 
a particular company.

H.D. Platt and M.B. Platt [2002] con-
firmed the existence of a choice-based 
sample bias on a single example in the 
studies on financial distress. The exercise 
involved multiple estimation of the early 
warning model for the samples randomly 
selected from the Authors’ own dataset on 
bankrupt and healthy companies. 

To avoid biases resulting from the 
choice-based samples, some researchers 
use samples, in which the share of bank-
rupt companies is close to that in the popu- 
lation, which is very low. For example, J. 
Chen, et al. [2006] used a sample with 89 
bankrupt and 940 non-bankrupt com-
panies. There are also some attempts to 
select a sample, but not with the propor-
tion of 50:50. For example, H.D. Platt, 
M.B. Platt, J.G. Pedersen [1994] used 35 
bankrupt companies, to which 89 non-
bankrupt companies were added. In the 
newer research, larger samples are used, 
for example S. Jones et al. [2017] took 
into account 990 bankrupt companies, 
and the sample itself included 3,960 ob-
servations (company-years) for bankrupt 
companies and 26,169 observations for 
non-bankrupt ones (the share of observa-
tions for the bankrupt companies was ap-
proximately 13 percent).

The awareness of the choice-based 
sample bias becomes more and more com-
mon. Practical applications confirmed 
findings of M. Zmijewski [1984] about 
lesser importance of these biases when 
models aim at the quality of the classifi-
cation. However, the biases significantly 

influence the estimate of the bankruptcy 
probability of a single company. 

Anderson-Maddala correction  
for the logit model

There is a case when the bankruptcy 
model estimated from the choice-based 
sample can be simply converted to the 
one for the population. It happens when 
one uses the binomial logit model and 
the proportions of selecting companies 
to the sample are known. In this case the 
Anderson-Maddala correction might be 
applied [Anderson, 1973; Maddala, 1983; 
Gruszczyński, 2012].

How does it work? As previously, y=1 
means a bankrupt company, and y=0 a 
non-bankrupt one. The subject of model-
ling is the probability P(y=1). If we know 
the proportions of the companies selected 
to the sample from both groups, we denote 
them p1 for companies with y=1 and p2 for 
companies with y=0. Then, in the logit 
model, after its estimation, the intercept 
should be diminished by (the correction):

  (1)
The correction equals zero, when these 

proportions (p1 and p2) are identical, for 
example, for a random sample from both 
groups together. Let us remind that in the 
logit model, the dependent variable is the 
logit. It is a logarithm of the odds, which 
means a logarithm of the ratio of prob-
abilities: P(y=1) by 1–P(y=1). Explana-
tory variables (X variables; covariates) are 
the various characteristics of companies 
selected to the sample. Therefore, on the 
right-hand side of the model, there is a 
linear function of X variables, and an in-
tercept. Exactly this element must be cor-
rected in accordance with the equation (1).

For example [Gruszczyński (ed.), 
2012], let us consider 1,000 companies, 
of which 60 are bankrupt, and 940 are 
non-bankrupt. Usually, all bankrupt 
companies (that is 60) are selected to the 
sample. Then, from 940 non-bankrupt 
companies, 60 companies are selected at 
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random. As a result, we obtain a sample 
in which there are 50 percent of compa-
nies from each group. Then p1=1 (we took 
into account all bankrupt companies) and 
p2=60/940. After estimating the model on 
the basis of the sample, we can calculate 
the estimates (theoretical values) of bank-
ruptcy probabilities for companies in the 
sample. These are estimates with a sample 
selection bias. The unbiased estimates are 
obtained when we take into account the 
entire population from which we did the 
sampling. A model for all 1,000 compa-
nies is obtained from the model estimated 
for the sample by reducing the intercept 
by the value (1) that is by ln(1)–ln(60/940) 
that is by 2.7515. 

If we do not know the population and 
we do not sample but only have estimates 
of the values p1 and p1, then the correction 
should be applied with a relevant com-
ment. In any case, we apply the correction 
when we make inferences in the context 
of the entire population and not the sam-
ple itself.

The Anderson-Maddala correction 
gives the result consistent with the Skogs-
viks’ equation for the unbiased bank-
ruptcy probability, which is presented 
below. Wider practical implications of ap-
plying the correction can be found in M. 
Gruszczyński [2012]. It is worth noting 
that this exposure is not about the classifi-
cation problem, but about the estimation 
of bankruptcy probability, which is the 
subject of growing demand from analysts 
in accounting and corporate finance.

Skogsviks’ equation
We will repeat in line with the last 

paragraph that apart from the model that 
“properly classifies” bankrupt and non-
bankrupt companies, in practice more 
detailed information might be needed. 
Such is the unbiased estimate of probabil-
ity of bankruptcy of a particular company 
in the sample or outside the sample. For 
the models based on choice-based samples 

such a probability is usually biased due to 
samples’ non-randomness.

K. Skovsik and S. Skogsvik [2013] 
emphasise that in predicting bankruptcy 
usually the non-random samples are used, 
so the bankruptcy probabilities obtained 
from the bankruptcy prediction models 
depend on the share of bankrupt compa-
nies in the sample, and therefore they are 
biased. The Authors found a relationship 
between the biased bankruptcy probabil-
ity of a given company (from the model 
– sample based), and the unbiased proba- 
bility, which results from the proportion 
of bankrupts in the population. This last 
proportion has been called the a priori 
probability of bankruptcy (in a given 
year).

The probability of bankruptcy of a 
given company resulting from the model 
(from the sample) marked by the Skogs-
viks as  is therefore biased. It is the 
function of:
•	 unbiased probability  

 (this is what interests us),
•	 proportion (prop) of bankrupt compa-

nies in the sample,
•	 proportion π of bankrupt companies 

in the population.

The formula (derived from the Bayes 
theorem [cf. Skogsvik, Skogsvik, 2013]) is 
as follows:

 (2)
Using this relationship, we can cal-

culate the unbiased probability for each 
company in the sample. It is also shown 
that  , if prop  > π and vice 
versa. Moreover, the ranking of compa-
nies based on probability resulting from 
the model is the same with the rank-
ing based on probability  .

Important note: in the proof of the 
equation (2), the Authors assume that the 
bankrupt companies are selected to the 
sample at random from the population of 
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all bankrupt companies, and the same ap-
plies to the population of non-bankrupt 
companies.

What is the use of the Skogsviks’ 
equation? The Authors themselves indi-
cate that although the theoretical prob-
ability from the model  in general is 
sufficient to classify the companies (with 
which we are not dealing here), still spe-
cific unbiased probability  is needed, 
for example in financial risk management, 
in the valuation of company’s equity or 
company’s bonds.

It is worth noting that when prop = π, 
then  = . This means that the 
sample with the proportion of bankrupt 
companies equal to that in the population 
guarantees that the probability of bank-
ruptcy of a given company resulting from 
the model is unbiased. Hence, it would fol-
low that when we are interested in estima-
tion of bankruptcy probability, the sample 
should have the proportions corresponding 
with the proportions of the population.

Biased and unbiased  
bankruptcy probability estimate  
in different models 

The result obtained by K. Skogsvik 
and S. Skogsvik [2013] turns out to be a 
generalisation of the result of Anderson-
Maddala for the logit model, which has 
been discussed above. Let N be the size of 
the entire population, in which N1 means 
the number of bankrupt companies and 
N2 the number of non-bankrupt compa-
nies. Then π = N1/N2. There are n obser-
vations in the sample, including n1 bank-
rupt and n2 non-bankrupt companies. It 
means prop = n1/n. In the equation (1) 
of Anderson-Maddala we have p2=n2/N2 
and p1=n1/N1. Using these definitions, the 
equation (2) can therefore be written as:

 (3)
or

 (4)

The equation (4), which is another 
form of equation (2) shows that the pro- 
duct of p2/p1 and the unbiased odds is 
equal to the biased odds. 

Next, we have from (4):

or
 (5)

It follows that the logit for the biased 
bankruptcy probability , that is 
what we receive from the estimated logit 
model, must be reduced by the value of

    [equation (1)] 
to obtain the logit for the unbiased 

bankruptcy probability  . Thus – the 
Anderson-Maddala correction is equiva-
lent with the equation of Skogsviks.

The advantage of equation (2) is the 
possibility to apply it also to estimates of 
the bankruptcy probability received from 
other binomial models, e.g. probit or line-
ar probability model (LPM). In the probit 
model, the (theoretical) estimate of bank-
ruptcy probability cannot be presented in 
a form of an algebraically closed formu-
la. Naturally, it can be calculated and as 

 substituted into equation (4).
As for the LPM, the (biased) probabil-

ity is obtained directly from the model as 
the estimate of the value of the binary de-
pendent variable [cf. Gruszczyński, 2012].  

This value is substituted into the equa-
tion (4) as  and next the unbiased 

 is calculated, provided that the pro-
portions of p1 and p2 are known. If they 
are equal, it means that the evaluation of 
bankruptcy probability calculated direct-
ly from the model is unbiased. 

The relationships (2) or (4) allow for 
calculating an unbiased estimate of bank-
ruptcy probability for a specific company 
based on the “standard” models: logit, 
probit and LPM. 

Effects for classification
If the estimates of bankruptcy prob-

ability are only the basis for the classifi-
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cation of companies (into bankrupt and 
non-bankrupt ones), the sample biases 
may not be significant. It is true, as long 
as the cut-off value (limit probability for 
the classification) is appropriately selected. 

The forecast principle with the cut-
off value of 0.5 should be applied only 
when the proportion of the bankrupt and 
non-bankrupt companies in the sample 
equals 1:1. With other proportions, for 
example, the Cramer principle can be ap-
plied. It assumes the percentage of ones 
(i.e. bankrupt companies) in the sample as 
the cut-off value [cf. Gruszczyński, 2001]. 
Alternatively – the biased bankruptcy 
probabilities should be transformed into 
unbiased with the use of relationships dis-
cussed in the previous sections [Skogsvik, 
Skogsvik, 2013]. 

Some of the bankruptcy models can-
not be directly used to estimate bank-
ruptcy probabilities, since they are rather 
constructed for classification purposes. 
Such a model is the linear discriminant 
analysis (LDA). M. Zmijewski [1984] re-
ports that the non-random sampling can 
be corrected by taking into account the 
population proportion of “bankrupt and 
non-bankrupt companies” (choice-based 
sample in this case affects only the inter-
cept [Morrison, 1990]). The application 
of LDA is problematic when the assump-
tion of normality of the distribution of X 
variables does not hold. The LDA assumes 
that the independent variables have mul-
tivariate normal distribution in the popu-
lations of bankrupt and non-bankrupt 
companies. The financial indicators that 
are usually used as the X variables gene- 
rally do not meet this assumption.

At this point, it is worth to indicate the 
article of S. Jones, et al. [2017], in which 
the Authors focus on the new methods of 
data classification (classifiers) in the mod-
elling of bankruptcy. These methods are 
based on the concepts deriving from data 
mining, such as the neural networks, sup-

port vector machines, or the new genera-
tion statistical learning techniques, such 
as generalised boosting, AdaBoost and 
random trees. Classic classifiers, such as 
logit or LDA turn out to be pretty good 
for predicting bankruptcy, but the Au-
thors propose the use of new techniques. 
They are better for the panel data, and, 
despite the form of a “black box”, they 
have quite acceptable interpretations. It is 
worth pointing out that the issues of the 
sample selection bias are not the subject of 
comments in the cited article.

Returning to the main topic, if the sub-
ject of modelling is finding the unbiased 
bankruptcy probability (suitable for the 
risk assessment for a particular company), 
then the transformations proposed in the 
above equations should be used. Let us 
emphasise once more that we do it when 
we make inferences in the context of the 
entire population and not the sample itself.

Summary
Sample selection in bankruptcy mod-

elling is usually the weakest side of the 
empirical research. The concept of this 
article is to point to the sample selection 
biases, their effects for the prediction and 
classification models, and the ways of 
dealing with them in practice. In particu-
lar, it is about the estimates of the prob-
ability of bankruptcy of a single company. 

The bankruptcy probability estimates 
obtained from the models are usually bi-
ased due to the inconsistency of the pro-
portions of bankrupt and non-bankrupt 
companies in the sample and in the popu- 
lation. The central part of the paper is 
devoted to the analysis of the relations 
between the biased and unbiased prob-
ability, which has been given by Skogsviks 
[2013]. This equation should be used in 
practice, if the model is used to estimate 
the probability of bankruptcy of a single 
company. It turns out that for the logit 
model, this equation is consistent with 
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the Anderson-Maddala correction [An-
derson, 1973; Maddala, 1983], as shown 
in the paper.

Let us add that the subject of quality of 
the “classic” Polish models of bankruptcy 
that up to this day are willingly applied to 
current data, and which – apart from their 
age – have been estimated with multiple 

methodological defects, is rarely raised. 
There is no reason just now to come back 
to it, but it is hard to resist the impres-
sion that a large part of the Polish authors 
dealing with finance and accounting do 
not choose the known, better methodo-
logical approaches, especially when the 
quality of data has significantly improved. 
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