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Abstract
The main goal of this paper was to check usefulrEsstroducing

measures of the financial markets risk into muliat@ forecasting and business
cycle dating models to improve their predictive d@nching points detection
power. Realised volatility was selected as marksit synthetic measure and
introduced into two recession dating algorithms:rditeg & Pagan (2002)
mechanical procedure and Markov Switching Dynamiactér Model
(MS-DFM) with mixed frequencies and missing datandiemg. In the
theoretical part of the article mathematical baokgd of the realised volatility
concept and MS-DFM model were presented. It was déscribed how the
output of the MS-DFM model can be used to dateiigrpoints. This approach
to local maxima detection was compared with Harding Pagan competitor
algorithm. In the practical part of the paper regas detection improvements
stemming from introduction of realised volatility easures into MS-DFM
model/Harding & Pagan procedure were examined f8rdad four Western
Europe countries (Germany, France, United Kingdord Haly) in the time
span of 20 years between 1990 and 2010.
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1. Introduction

This paper was motivated with poor performancecohemetric models
used for short-term forecasting and turning po(fii8s) detection during the
Great Moderation of 2008-2010. Due to this facrehie a constantly growing
interest in applying selected financial variablesimprove applied models
prediction and business cycle dating power. Beside there is a need of
guantifying impact of risk associated with econoragents’ financial activity
on the real sphere of the economies. Availabilitynaltivariate business cycle
analysis methods allows to perform nonlinear mfalttor turning points
detection based both on macroeconomic and finamcEitd. One of the best
performing models described in the literature & NMmearkov Switching Dynamic
Factor Model (MS-DFM) applied also in this paper.

The goal of this article is to compute realisedatiity (RV) measures
guantifying risk associated with financial activii economic agents caused by
shocks affecting economies and then apply thesesumem in Markov
Switching Dynamic Factor Models with mixed-frequescand missing data
handling to detect business cycle turning pointg&fand four Western Europe
developed countries (Germany, France, UK and ltadgreover the paper is
aimed at checking improvement of TPs’ dating mogmsformance (speed,
accuracy) with a measure of financial risk includedthe group of input
variables in a real-time exercise.

2. Literature overview

There is vast literature concerning realised viitiatmeasure theory and
its practical computations. The good example ofhsliterature is Andersen,
Bollerslev et al series of papers (2000, 2001, 2003, 2004, 200aichw
introduced the mentioned concept and mastered metlhd its estimation.
Meanwhile Corsiet al. (2008) proposed their own approach to RV estiomati
applying Heterogeneous Autoregressive Models (HARppr@ach).
Barndorff-Nielsen et al (2004, 2005) in their two consecutive papers
decomposed RV into continuous and jump componetht bypower variation.

Univariate Markov switching (MS) models were intuogd to economics
and finance by Hamilton (1988, 1989) due to obskregylised facts of
periodical nonlinear changes in macroeconomics raacket data behaviour.
Multivariate dynamic factor models (DFMs) were apglby Stock & Watson
(1989) and then popularised in the series of teeminal works (eg 1998).
Combination of multivariate Markov switching and & (MS-DFMs) was
firstly introduced by Chauvet (1998). After that &ivet & Hamilton (2005)
presented MS-DFMs practical application in busir@ade turing points dating
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procedure. Recently Camacho & Pérez-Quirds (2068yved application of
MS-DFMs with mixed frequency and missing data hengdfor business cycle
analysis and forecasting. This augmentation is nak#o account in the
presented model. Finally Chauvet & Piger (2008) parad MS-DFMs with
alternative TP dating algorithms.
One of the best-performing methods compared in thak with

MS-DFMs was Harding & Pagan TPs’ dating algorith@8@_2), which is also
used as a benchmark detection procedure in thiteart

3. Research components
3.1. Realised volatility concept (RV)

The mathematical background of realized volatiigscription starts with
standard stochastic differential equation usednfi@deling logarithmic asset
price as continuous-time jump diffusion process:

dp(t) = u(t)dt + a(t)dW(t) + k(t)dq(t),0 <t <T, (1)

wherep(t) is a logarithmic asset pricg(t) is continuous and locally bounded
mean process;(t) is continuous and strictly positive volatility messg(t) is
counting process anca(t) determines discrete jumps mft). Quadratic
variation for cumulative returnr(t) = p(t) —p(0)) of the process defined
above comes from the continuous part and squanegbgurecorded during
considered time spdM, t]:

[r,7]e = [} 0% ()ds + ocser K2(5). 2)

Realised volatility (RV) is computed as a sum ofissgd price returns
recorded in intradaily periods of time lastimgy

RV(m)¢4q :\/ Lm 2 (3)

i=1 rt+im,m'

Form — 0 RV converges uniformly in probability to the cabtrtion of
quadratic variation registered in the time span + 1]:

RV()esr = [ 02 (5)ds + Tecserss K2(5). (4)
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Due to RV’s dual characteristics Andersaral (2004) suggested that its
two main components (continuous and jump) shoulthbdeled separately. To
separate components of RV we follow Barndorff-Neels (2004) idea of the
bipower variation:

— -2 y(1/m) _ |2
BV(m)p4q = \/'ul ? Z:i=/2m |rt2+im,m||rt2+(i—1)m,m|’ b= |7 (5)

T

It converges uniformly in probability to the coniwus part of RV:
BV (m)¢yq - ft o (d)ds. (6)

The residual part determines changes of assetetaused by jumps
associated mainly with shocks affecting an analyseoshomy (they are left
bounded to 0):

J(M) 41 = max[RV(m) 1 — BV (M) 44, 0], (7)
where
VM(m)ppq — BV(M) 11 = Yics<rra K2(S). (8)

From econometric point of view RV can be modelethwhe extended
Heterogeneous ARCH model (HAR-RV) proposed by Cetsal (2008) as
a linear function of the lagged realised volagktiover different horizons (daily,
weekly and monthly respectively):

RV = Bo + BpRV{™ + BwRVZs , + BuRV{Z25 ¢ + E¢41. 9)

The model above is able to replicate long memoryeafised volatility
measured with slowly decaying autocorrelation. Jummponent is introduced
to the framework (HAR-RV-J) with an additional \asle computed with
nonparametric measure derived on the previous:slide

RV} = Bo + BoRV™ + BwRV"s s + BuRV{ 25 + BiJe + €e41. (10)
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3.2. Markov-switching DFMs with moxed frequencies and missing data
handling

Mixed frequencies problem arises when quarterly GBRcombined
within one model with monthly macroeconomic indarat like industrial
production (IP) or CPI time series. Approximation groposed variables
growth rates proposed by Mariano & Murasawa (2098)sed to combine them
in one equation:

1 2 2 1
qe =M+ Mg + My + M3+ Mgy, (11)

Missing data problem is a consequence of modeliitigivone analytical
structure mixed frequencies and different deadliokarticular time series
data publication (ragged edges). To solve thisiska other idea of Mariano &
Murasawa was applied. Namely, observations whicrewmt available were

replaced with draws from Gaussian distribut(@@~N (0,04 )

Markov Switching Dynamic Factor Model (MS-DFM) decposes
a group of input time series into two different guonents: common factors and
idiosyncratic ones. The last ones are responsiolandividual behaviour of

included series. To model regime changes in thénbss cycle intercept and
variance switching approach is chosen:

fe = as¢ + Zi’c=1 ayife—i + JStE{- (12)
The state variabl§; follows the regime-switching Markov process with

probabilities of transition between states equl® = j|S._; = i) = p; ;.
The general MS-DFM model structure can be descrased

A

Zel
1 2 2 1
lﬁl GA+3fia+fia+2fis+ ;fH)l N 3)
Bof:
“Uy Uy g F Uy ol U
l3 1,t 3 1,t-1 1,t—-2 3 1,t-3 3 1,t—4l,
Ve

where , groups the factor loading df monthly time series andf; their
idiosyncratic components. The components of therimal; evolve in
accordance with the formula:
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Vi vi ..
v = P aife-i + €’ €’ ~i.i.d. N (0, a,?j). (14)

Described model is estimated with two main methods:

» Approximated Maximum Likelihood Estimation (MLE) thinonlinear
Kalman filter described by Kim (1994) and Chau€98);

* Gibbs sampling (Bayesian Monte Carlo Markov CahMCMC)
algorithm presented by Kim & Nelson (1999)).

The choice of Chauvet & Piger (2008) and Camach®&ez-Quirds
(2009) was selected in this paper and combined Mbh#& nonlinear Kalman
filler method is applied to estimate MS-DFM mod&S-DFM model's
structure is identified with adjusted likelihoodica(LR) test for a number of
regimes. For this test Garcia & Perron (1996) camgbuupper bounds of
p-values and Ang & Bekaert (2002) determined distidn of mentioned test
statistics. The lag structure of the model dynanscshosen with Akaike and
Bayesian information criterions (AIC, BIC). Two loling tables show results
of LR test of the MS-DFM model structure for theefisurveyed countries.

Table 1. LR test 2 vs. 3 regimes

Country uS Germany France UK Italy
LR 33.6814 37.9379 55.9152 45.4553 49.8167
df 5 9 10 5 6

Source: own computations.

In Table 2 sample results of AR structure iderdificn procedure with
AIC and BIC were depicted.

Table 2. IC US example

Factor AR structure AIC BIC
AR(3) -8.9411 -8.6934
AR(4) -8.9152 -8.6793

Source: own computations.

The MS-DFM'’s turning points dating algorithm used the practical part
consists of two rules: one for a local peak andfona local trough:

1. Peak at timet if Pr[S;_; =0|l;_;] <0.5and Pr[S; = 0|I;] =
0.5 and Pr[S¢+1|1t+1] = 0.5.

2. Trough at timet if Pr[S,_; = 0|l;_1] = 0.5 and Pr[S; = 0|[;] <
0.5 and Pr[S;41|lt+1] < 0.5.
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The results of this algorithm were compared withrditeg & Pagan
procedure output, presented in the paragraph below.

3.3. Harding and Pagan TPs dating algorithm

The Harding & Pagan TPs dating algorithm is a meids method
which allows to extract common turning points frahe set of time series.
Steps of the HP TPs dating algorithm can be poiotéds:

» Extract TPs for each individual time series 1, 2, ...N (eg with help

of the Bry-Boschan procedure);

» Group peaks and troughs records of each time samethe sets

{P,P,,.., Py}, {Ty, Ty, ..., Ty} respectively;

» Define variablesDP,, and DT, , to measure the distance between

actual period and a nearest peak or trough

» For eacht compute median d¥P, , andDT, , acrossn=1, 2, ...N;

» Select local minima and maxima within a sliding domw;

 Remove TPs which are too close (15 months for niprittme series)

and series of consecutive peaks or troughs.

Harding-Pagan turning point detection proceduresisd in this article as
a naive (benchmark) business cycle dating algorithm

4. Historical time series and real-time database

Historical time series and real-time database wesup for the time
period 1990:M1-2010:M12. Historical time series a&veyathered for period
1990:M1-2005:M12 and vintage database embrdoeé span 2006:M1—
2010:M12. Financial data used for realized volgtikstimation were taken
from DataStream database and consisted of 15-misamepling ticks last
transaction prices. The scope of the data was deperon the country for
which the MS-DFM model was applied:

» US: USD/EUR, DJIA (Dow Jones Composite Average);

Germany: USD/EUR(ECU)/DM, DAX 30;
France: USD/EUR(ECU), CAC 40;

Italy: USD/EUR(ECU), MIB GENERAL,;
UK: GBP/EUR(ECU), FTSE 100.

For each country monthly macroeconomic data was aled in the
estimation (sources: US Federal Reserve Board /FREIPA, Eurostat, ECB
Statistical Data Warehouse):

* US: index of industrial production, personal incoress transfer

payments, employees on nonagricultural payments;
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* Germany: industrial production, retail sales, emplent (number of
people employed);

* France: industrial production, oersonal consumptionumber
of employees in the private non-agricultural sector

» ltaly: index of industrial production, private camsption, number of
employees in manufacturing;

* UK: industrial production, real household disposabincome,
employment (LFS).

Also quarterly GDP was used as a real economyeedervariable.

5. Results

The sequence of the next five figures reports oiblias of recession
computed with Markov Switching Dynamic Factor Model the surveyed
countries. Recession probabilities were computed ftwo versions
of the reference model: without (version signed MS$-DFM) and with
appropriate realised volatility time series incldd@S-DFM RV). Achieved
results were compared with recession periods (lghtdd as gray areas) dated
by National Bureau of Economic Research (NBER) {8 and Economic
Cycle Research Institute (ECRI) for Western Europsauntries.

As it can be seen from the first picture introdoctiof RV series into
modeling framework significantly improved the timead of 2001 crisis
detection in the US. It was as well helpful to iloye timeliness of the last
crisis forecast. However it is worthy to notice tthaclusion of RV series
generated also a spurious US recession signal efigralvith outbreak
of ‘Russian Flu’ crisis in 1998.

Realised volatility of financial variables were @lkelpful in improving
the quality of recession forecasting in the caseGefmany and France.
Similarly to the US situation inclusion of highlyohatile financial data
generated one additional recession signal in 1998.
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US - probabilities of recession
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Figure 1. MS-DFM for US.

Source: own computations.
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Figure 2. MS-DFM for Germany.

Source: own computations.
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France - probabilities of recession
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Figure 3. MS-DFM for France.

Source: own computations.

UK - probabilities of recession
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Figure 4. MS-DFM for UK.

Source: own computations.
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Much worse results are observed for the two remginountries: UK and
Italy. These countries avoided recession of 200tlifmelusion of RV series
caused spurious recession signal at the end of. 2080@ems that high volatility
of domestic financial data caused by global finahoiarkets turbulences was
propagated into the recession forecasting modetandrated false alarms.

Italy - probabilities of recession

‘ @
0.9 ;
0.8 -
0.7 ! :
0.6 P
0.5 1 . -MS-DFM
0.4 S —MS-DFM RV
0.3 I J
0.2 : :
G A ;Eg? &
K - A S L .

Figure 5. MS-DFM for Italy.

Source: own computations.

In the second exercise the output of MS-DFM (RVjnitng point
detection procedure was compared with the benchndating algorithm
of Harding & Pagan (HP without and with RV data)r fhe first two countries
(US and Germany) the lead time of MS-DFM TPs deiacivas generally the
same as measured with the HP method. The MS-DFM/esthats advantage
over HP in the case of France giving policy mal®rs and four more quarters
to take precautionary actions in 1992 and 2002ewsgely. Introduction of RV
time series changed this picture. In the case othéSapplication of MS-DFM
with RV series lengthens the time lead for the 2p8ak to 4 quarters from 2
qguarters for HP RV and to 1 quarter (from 0) foe 2007 local maximum
Similar differences were noticed in the case offaary (-4/-1 and 2001, -3/-1
for 2008 respectively) and France (-6/-10 for 2001)
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Table 3. US TPs’ dates
TP MS-DFM MS-DFM RV HP HP RV

P 1990:Q3 1990:Q3 1990:Q3 1990:Q3
T 1991:Q1 1991:Q1 1991:Q1 1991:Q1
P 2001:Q1 2000:Q1 2001:Q1 2000:Q3
T 2002:Q1 2003:Q1 2002:Q1 2002:Q2
P 2008:Q1 2007:Q3 2008:Q1 2007:Q4
T 2009:Q3 2009:Q4 2009:Q3 2009:Q3

Source: own computations.

Table 4. US recession dates

Peak NBER MS-DFM  MS-DFM RV HP HP RV
1 1990:Q3 0 0 0 0
2 2001:Q1 0 -4 0 -2
3 2007:Q4 1 -1 1 0
Source: own computations.
Table 5. Germany TPs’ dates
TP ECRI MS-DFM  MS-DFM RV HP HP RV
P 1991:Q1 1991:Q2 1991:Q1 1991:Q2 1991:Q2
T 1994:Q2 1992:Q4 1992:Q4 1994:Q1 1993:0Q4
P 2001:Q1 2001:Q1 2000:Q1 2001:Q1  2000:Q4
T 2003:Q3 2002:Q3 2003:Q4 2003:Q2  2003:Q4
P 2008:Q4 2008:Q4 2008:Q1 2008:Q4  2008:Q3
T 2009:Q1 2009:Q2 2009:Q4 2009:Q1  2009:Q2
Source: own computations.
Table 6. Germany recession dates
Peak ECRI MS-DFM  MS-DFM RV HP HP RV
1 1991:Q1 0 0 1 1
2 2001:Q1 0 -4 0 -1
3 2008:Q4 1 -3 0 -1

Source: own computations.
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Table 7. France TPs’ dates
TP ECRI MS-DFM  MS-DFM RV HP HP RV

1992:Q1 1991:Q1 1990:Q4 1991:Q4  1991.Q2
1993:Q3  1993:Q3 1993:Q3 1993:03  1993:Q3
2002:Q3 2001:Q2 2000:Q1 2001:Q4  2001:Q1
2003:Q2  2003:Q2 2003:Q2 2003:Q2  2003:Q2
2008:Q1 2008:Q1 2007:Q4 2008:Q1  2007:Q4
2009:Q1  2009:Q4 2010:Q1 2009:Q2  2009:Q3

Source: own computations.

4 THUTHT

Table 8. France recession dates

Peak ECRI MS-DFM  MS-DFM RV HP HP RV
1 1992:Q1 -4 -5 -1 -3
2 2002:Q3 -5 -10 -3 -6
3 2008:Q1 0 -1 0 -1

Source: own computations.

The gained results were not so clear in the ca&#aodind Italy. Although
the use of the MS-DFM RV model lengthens lead o®72P008 recession
detection for UK (to 3 from 2 quarters), it didaliow to detect in advance the

business cycle peaks in Italy.

Table 9. UK TPs’ dates

TP ECRI MS-DFM MS-DFM RV HP HP RV
P 1990:Q2 1990:Q2 1990:Q2 1990:Q2  1990:Q2

T 1992:Q1 1992:Q1 1992:Q1 1992:Q1 1992:Q1
P - - 2001:Q1 - -
T - - 2003:Q4 - -
P 2008:Q2 2008:Q3 2007:Q3 2008:Q2 2007:Q4
T 2010:Q1 2009:Q4 2009:Q4 2009:0Q4 2009:0Q4
Source: own computations.
Table 10. UK recession dates
Peak ECRI MS-DFM  MS-DFM RV HP HP RV
1 1990:Q2 0 0 0 0
2 2008:Q2 0 -3 0 -2

Source: own computations.
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Table 11. Italy TPs’ dates
TP ECRI MS-DFM  MS-DFM RV HP HP RV

P 1992:Q01 1992:Q2 1992:Q2 1992:Q2  1992:Q2
1993:Q4  1993:Q2 1993:Q2 1993:03  1993:Q2

- - 2000:Q1 - -

- - 2001:Q3 - -
2007:Q3  2008:Q1 2007:Q3 2008:Q2  2007:Q4
T  2010:Q1 2009:Q3 2010:Q1 2009:Q4  2009:Q4

Source: own computations.

T
P
T
P

Table 12. Italy recession dates

Peak ECRI MS-DFM  MS-DFM RV HP HP RV
1 1992:Q1 1 1 1 1
2 2007:Q3 2 0 3 1

Source: own computations.

6. Conclusions

Taking into account the output of the applied megdtie achieved results
of described survey are mixed:

1. Application of stock and currency markets realisvolatility time
series in MS-DFMs generally helped to increase édpeof recession
prediction, but it could be also perceived as ar@wf false signals when
financial and real economy situation were decoupled

2. MS-DFMs can distort the length of business cyitases (recession
phases are shorter usually than official).

3. Application of Harding & Pagan TPs dating algun allows to keep
phases of a business cycle more consistent withialfones, however using
this algorithm diminished the lead of TPs’ dating.

For the future author plans to include into applied MS-DFM model
and Harding & Pagan TPs dating procedure voladifrom bond markets and
examine different specifications of the Markov skihg component in the
DFM structure.
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