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Abstract

The paper discusses cyclical fluctuations of bussiractivity in selected
sectors of the Polish economy, with the use ofrimss confidence indicators.
We analyse main morphological features of the cgtlfluctuations: phase
duration, timing of turning points, amplitudes, ensity and leads/lags of
gualitative indicators in reference to GDP, andssroorrelations. Four sectors
of the economy are analysed: manufacturing, cocistny motor transport and
retail trade. We make an insight into empirical ulagties of cyclical
fluctuations, known asstylised facts We particularly aim to examine the
following stylised factsabout business cycles in Poland, ie (1) whether
manufacturing contributes the highest to a busicgske, (2) construction and
transport are leading sectors of the economy, &)drdtail sales stabilise
general business activity.
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1. Introduction

Fluctuations of business activity are recurrentpéiod of increased
business activity is followed by economic slowdowhhe changes are,
however, not mechanical. Despite their recurrencey tusually surprise
economic agents. It is hard not only to forecastraing point but also to
determine factors that cause it to come. Researdhe nature of volatility of
business activity has delivered a series of thealetmodels and, on the other
hand, revealed empirical regularities one may ofeser the course of cyclical
economic development. Nowadays, business tendezsgarch focus on the
two areas: to search for new theories which wowxiodlaen the mechanics of
cyclical fluctuations and to establish repeatindistd facts, and, in this way, to
fully explore and know the behaviour of economiermdg: firms, consumers
and a government. Our analysis is conducted infrdm@ework of the latter
stream of research.

Arthur Burns and Wesley Mitchell, who classicallgfiled a business
cycle, were pioneers of the research on stylisets fa hey stressed an analysis
of cyclical fluctuations should have encompassednach as possible, various
aspects of aggregated business activity (MitcHE27; Burns & Mitchell,
1946). They gave rise to identification of businesgles’ regularities and
Mitchell himself impressed the history of economias a proponent of
measurement without theory. Burns & Mitchell haweeib followed by Moore
(1983, 1985, 1986), Zarnowitz (1973, 1986, 1992xds (1981), Altug (2010)
and many others.

Using business survey data to analyse stylised faflects the idea, of
those who develop composite indicators and elabdoatcasting models, that
research into business cycles should allow for nass confidence and
consumer sentiments. Due to the fact that genetainbss activity is
comprehensive business cycles analysis ought reititty individual variables.
In order to understand the mechanics of cyclicatttlations of business
activity it is necessary to study interrelationgween various segments of an
economy for a business cycle affects the entire@my. The approach taken
by Burns & Mitchell to analyse reference variabheskes possible to sequence
economic phenomena in order of ocurrance and, anrélsult, to identify the
economic variables which fluctuate in the rhythmgeheral business activity,
or not. This let us distinguish three types of variables:

» coincident, ie those whose turning points occuhatsame time as of

general business activity,

! Burns & Mitchell analysed over 1000 time series docountries: USA, UK, France and
Germany.
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» leading, ie those whose turning points occur befaggregated

business activity swings downward or upward,

* led, ie those whose turning points follow downtuwrsupturns of

general business activity.

To qualify the very nature of these relationshgpessential for:

* indicators be developed that would lead forthcomregession or

recovery,

* relationships between individual economic variables statistically

and econometrically analysed and

» stylised facts be identified.

The approach Burns & Mitchell took was criticiseg proponents of
studying a business cycle on the grounds of econtimeiory. Objections were
raised by Koopmans (1947), who claimed the appraeadiave no theoretical
background and be limited to as little as sta@s$taescription. The discussion
that ran high in the 1950s, after Koopmans pubtiskeasurement without
theory, involved many prominent researchers of busingsdes, inter alia,
Rutldge Vining (1949), who forcefully advocated tmeethod based on
observations and measurement of empirical facts. mhjority of reasearchers
acknowledged the pioneering contribution of Burn#/&chell and extensively
applied their methods A study of empirical regularities of cyclical
fluctuations, known astylised factsbecame an established element of business
cycles analysis and contributed to developmenusfriess cycles thecty

2.  Methods of analysis

In this paper, with the use of time series colldctathin the Research
Institute for Economic Development (RIED) and thetbt Transport Institute
(MTI) business surveys we study stylised facts abosiness cycles in Poland.
Identyfying them is crucial for research into ecomo incidents during
consecutive stages of a business cycle. We studyidence of cyclical
fluctuations of particular macroeconomic variableby investigating,
specifically:

* maximum and minimum values,

» amplitudes,

 duration,

2 Robert E. Lucas was one of them. He thought oBtns & Mitchell’s seminal work as the
first and excellent description of the very chagsics of a business cycle that should come as
a part of any general economic theory (see Luc@l,1p. 236).

% Contemporarily, it is being practiced by Allan g (2003), among others, who replied to
Koopmans’ critique with the sayingeasurement before theory.
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* turning points,

* intensity,

» timing of changes in each of the business sectangeged by RIED

and MTI.

The study is split into two parts. First, we analgyclical fluctuations at
the macroeconomic level, setting GDP for refereMge. choose four NACE
rev.2 sectors: manufacturing (NACE C), constructi®ACE F), motor
transport (NACE HA49.41) and retail trade (NACE §4TVhe selection was
motivated by character of interrelations between ftsur sectors and general
business activity as well as by availability of énseries. The business
confidence indicators for these sectors are powephedictors of GDP
(Klimkowska & Stolorz, 2008). Construction and méaaiuring are the sectors
that have been surveyed by RIED at the earliesthédsame time they strongly
affect the economy’s output. Till recently the ghaf manufacturing in GDP
was overwhelming, and it is on the decline now,imgvway to services.
Nevertheless, it highly contributes to the busimgsdes. Construction, in turn,
is generally considered to lead changes of gerfmuainess situation. And
transport services all business activities. Itssuened to lead other businesses
as it provides them with intermediate goods. It ptagwever, be argued that
transport delivers finished goods to final cust@nand, due to this fact, might
be a coincident indicator as well. We elaboratdhos too. Finally, retail sales
reflect consumers behaviour. Research into cycficatuations of retail trade
is expected to give an answer to the question venetimoothing consumption
is a matter of faétand it makes an economy more stabilised. We pifyram
to examine the following stylised facts about basecycles in Poland:

1. Manufacturing contributes the highest to a busimgske.
2. Construction and transport are leading sectoree&tonomy.
3. Retail sales stabilise general business activity.

In the second part of the study we analyse cyclicedtuations within
each of the sectors. The results of this part efstudy will be published in
another volume oPapers and Proceedings

We analyse the following composite indicators:

 Industrial Confidence Indicator (ICI),

» Construction Confidence Indicator (CCl),

» Transport Confidence Indicator (TCI),

» Retail Confidence Indicator (RCI).

* Smoothing consumption is the key hypothesis ofpteemanent income theory by Friedman
(1957) and the life-cycle theory of consumptiondndo & Modigliani (1957).
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All the indicators are calculated according to tipidelines by the
European CommissiohBusiness indicators are matched with the singieba
index of real GDP (2005=100). We follow the groweycle approach, by
analysing deviations of cyclical components frone ttiend. The cyclical
components were estimated by the Christiano-Fistgérfilter (Christiano &
Fitzgerald, 2003). Turning points were detectedapplying the Bry-Boschan
technique (197%) The data covers the period of 1995Q1-2013Q2.

3. Results

By examining the cyclical component of GDP, whishboth an indicator
of general business activity and the reference tifier selected confidence
indicators, we identified 11 turning points. Theyake four full cycles
measured between troughs (T-T). The first one,ingsfrom 1996Q4 to
1998Q4, is called ‘the Russian crisis’ as it wasrked by tightening the
Eastern markets for Polish products. The upwardgeheas five-quarters long
and the downward one lasted three quarters. Trendexycle is known as the
dot.com crisis for it was brought about with a bufsthe speculative bubble of
Internet-based companies on foreign markets. It Wasuarters long, since
199804 till 2002Q4. The boom was six-quarters langd the contraction lasted
11 quarters. The third cycle, called ‘the Accesdfioom’, was three-years long
and lasted since 2002Q4 till 2005Q3. The upwards@hsas 7-quarters long
and the downward one — 5-quarters long. The focytte lasted 4 years, from
2005Q3 to 2009Q3. Its upward phase ended up abegmning of 2008 with
the US subprime mortgage crisis that led to a ¢glod@ession. The contraction
was 6-quarters long and finished in 2009Q3. Tha&ewty is on another decline
now that was caused by fiscal problems of some-rone economies. The
downturn came on 2011Q4 after 9 quarters of regovard boom. The
subsequent contraction is 6-quarters long and wie tlo its termination with an
increasing restlessnés3he lower turning point has not been formallyed#éd
yet, although some signs of an upturn showing up sring noted (troughs
detected in construction industry and retail trgdeg Graph 1).

® See details iThe joint... (2007).

® These methods have been frequently used in résbgrRIED since the report by Adamowicz
et al. (2008) was published.

" As of 2Q2013.
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Graph 1. Cyclical components of ICI, CCI, TCI an@IRagainst GDP (PKB),
Poland, 1995-2013.

Source: own compilation.

The same number of T-T cycles is found for the stdal confidence
indicator and the retail confidence indicator. Wetidguish four cycles for the
construction confidence indicator as well, howewge very recent cycle of
construction industry follows the last cycle of GDFhere are only two full
cycles identified for the transport confidence aador in the period under the
study. The time paths of the cyclical componenttedifrom each other. The
same number of turning points of the referenceesesi found for RCI only. We
identify 10 turning points for ICI, 10 for CCIl ar@l for TCI. There are two
additional turning points in cyclical fluctuatiomsconstruction and retail trade.

Diversity in timing of turning points results inwdirsity in duration of
subsequent phases (see Table 3 for details). Biféexs can also be found in
overall statistics of the variables (see Tabledetails). Maximum (minimum)
values of the cyclical components of the indicatmes higher (lower) than the
corresponding figures of the reference series,lttegun higher amplitudes of
the quantitative data. It needs to be stressedth®tabsolute values of the
minima of the indicators are higher than the maxirma other words the
declines in periods of recessions are greatertti@imcreases during booms.

The amplitudes differ from a phase to a phase anoka variables. The
maximum deviations from trend of the TCI cyclicaingponent are the highest
of all and sums to over 60 pts. The maximum andmim values exceed 30
pts and the standard deviation amounts to 13.84 Hitgh volatility is also
found for CCIl. The maximum deviation above the dremmounts to 15.99 pts,
and beneath the trend — 22.04 pts. In effect taedsird deviation is high too,
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and equals to 9.3 pts. The maximum range of cydieetuations of ICI is less
than 30 pts and the standard deviation amounts3® [@s. The least volatility
of fluctuations is noted for the retail confidencelicator. The difference
between the maximum and the minimum is less thaptd2and the standard
deviation amounts to 2.82 pts. For all the varigltlee highest deviations from
trend were recorded during the global financial aswbnomic crisis of
2007-2009. The majority of the indicators hit retohigh/low (in the

upper/lower turning point).

Table 1. Statistics of the cyclical components &fFG ICI, CCI, TCI and RCI,
Poland, 1995-2013.

sample no. obs. max min o ro I max
PKB  199501-2013Q2 74 284 153 115 - -
ICl  1995Q1-2013Q2 74 10.28 -1959 6.36 0.3220(_26;2
CCl 1995Q1-2013Q3 75 15.99 -22.04 9.30 0.3610('_6?36
TCI  1997Q2-2013Q2 65 3242 3591 13.84.186 0('_536;’7
RCI  1995Q1-2013Q3 75 457 722 282 0373943

(-1
Notes: max — maximum value (in pts), min — minimuatue (in pts)s — standard deviation (in
pts), ro — correlation coefficientt(= 0) (with GDP),rmax — maximum correlation coefficient (in
brackets lead (-) / lag (+) in quarters).

Source: own calculations.

High volatility of cyclical fluctuations in constetion and retail trade
effects in higher volatility of general businessiaty. The impact of cyclical
fluctuations in manufacturing is weaker. Their pait resembles, to some
degree, the pattern of cyclical fluctuations of GIFh the other hand, retalil
trade is less volatile and contribute to stabitis2 economy. It is most probably
due to consumers who tend to smooth their consemptn time. This
conclusion requires further research.

Timing of turning points of each of the variablesmore or less different
from another. This impinges upon quite weak synaiocity of cyclical
fluctuations of the confidence indicators with GDIPhe cross-correlation
coefficient amounts to 0.322 for ICI, 0.361 for COI186 for TCl and 0.373
for RCI. However, the coefficient is much highertlwia lead. It takes the
highest value, 0.662, for ICI leading by 2 quartefhius, the correlation
analysis confirms the stylised fact about highlgngicant contribution of
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cyclical fluctuations in manufacturing to aggreghtyclical fluctuations. The
highest coefficient of cross-correlation betweedlical fluctuations of CCI and
GDP amounts to 0.606, with a 3-quarters lead. Thight suggest CCI be
a leading indicator of GDP, the most of all. Thensaead is found for TClI,
however the cross-correlation coefficient is lof@b667). For RCI the highest
coefficient is 0.43, with one-month lead. The resof the correlations analysis
are confirmed by detailed data on leads and laggroing points (see Table 2).

The average lead of troughs ranges from 0.5 quéoteRCI to 2.3
quarters for TCI (1.8 quarter for ICI and 0.75 dearfor CCI). The average
lead of peaks ranges from 0.2 to 3 quarters. Ireiggénthe average lead of
upper and lower turning points is the highest @uarters) for TCI. For ICI it
equals 1.8 quarter and, much less, only 0.4 quérte€CCl and RCI. As the
time series are not long (or, in other words, theber of the turning points is
small), the average values might be misleading.elbeless, detailed analysis
of each of the turning points does not change trelasion. For example, of
the 10 GDP turning points signalled by the ICI togn points two were
coincident (the lower turning point of the ‘Russiarisis and the upper turning
point of the dot.com bubble) and all the otherseneading with leads of 1 to 4
guarters. In the case of CCI such synchronicity reasrded only once, at the
dawn of the accession boom. For TCIl and CCI onby tomning point (2005Q3)
coincided with the turning point of the GDP cyclicamponent. RCI is another
indicator that recorded only one turning point ¢&eped with the GDP cyclical
component turning point, ie at the downturn follogiithe US financial crisis
(2008Q1). Taking into account calculated valuestlué cross-correlation
coefficient and particular leads we conclude thideast one of the confidence
indicators, namely ICI, is a reliable leading iratmr of GDP.

The results obtained for the cyclical componenttlod construction
confidence indicator are ambiguous. Three timegas lagged in reference to
GDP (two peaks and one trough lagged). The lage,wespectively, 3 and 2
quarters. The results are not consistent with tylesed fact that construction is
leading against other sectors of an economy. Siheesample is short and
many outliers come up in the period under the stueycannot definitely reject
the stylised fact. The issue requires further imsig
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Table 2. Turning points and leads (-) / lags (®laRd, 1995-2013.

GDP ICI CcClI TCI RCI
no. of GDP TPs signalled 11 10 9 6 11
no. of additional TPs - 0 1 0 1
Recovery after the transition
recesssion
P 199601 ns 3 - -1
T 199604 -2 ns - -1
‘Russian crisis’
T 199604 -2 ns - 1
P 1998Q1 -2 ns ns -1
T 199804 0 3 ns 1
dot.com crisis
T 199804 0 3 ns 1
P 2000Q1 0 1 ns 3
T 2002Q4 -4 -5 -5 -3
Accession boom
T 2002Q4 -4 -5 -5 -3
P 2004Q2 -1 1 -1 2
T 2005Q3 -1 0 0 1
Financial and economic crisis
T 2005Q3 -1 0 0 1
P 2008Q1 -2 -5 -3 0
T 2009Q3 -2 -1 -2 -1
Indebtness crisis
T 2009Q3 -2 -1 -2 -1
P 2011Q4 -4 -1 -5 -6
average lead of troughs -1,8 -0,75 -2,3 -0,5
average lead of peaks -1,8 -0,2 -3,0 -0,2
average lead -1,8 -0,4 -2,7 -0,4

Notes: P — peak (upper turning point), T — trouglvér turning point), ns — not signalled.

Source: own calculations.

The study of timing of the TCI cyclical componeatrting points paints
another picture. It shows the least number of hgmoints and as many as
three reference turning points are not signalledllatHowever, five out of six
turning points are leading. Thus, there is no gdotanclaim TCI a coincident
indicator of GDP.
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RCI is the variable of the same number of turniomts as GDP but their
timing is not congruent. Alternating lags and leddsnot show any regularity.
Short leads/lags and the value of the correlatmefficient evidence for RCI to
be a coincident indicator of GDP. This calls, hoemvor further research.

Diverse timing of turning points results in diffaes in duration of the
cycles and the phases of particular indicators Tsd#es 3 and 4 for details).
The highest average duration of an upward phaseestasated for TCI, 7.7
qguarters, and the lowest for RCI, 6.8 quarters. Bwerage duration of
a downward phase was the highest for CCI, 7 quaréerd the lowest for RCI,
5.7 quarters (similar to the reference series). dflothe confidence indicators
duration of upward phases was higher than duratfaownward phases. This
is in line with the fact that booms tend to lastder than recessions.

Diversity in duration and amplitudes made intensityhe cycle and their
phases vary. Retail trade is characterised withdivest intensity. Downward
phases are more intense than upward ones. Manufagctand construction
show higher intensity and the highest intensitipisnd for motor transport. The
average intensity for upward phases amounts to @i@@uarter for ICI, 2.32
pts/quarter for CCI, 5.77 pts/quarter for TCl antiZlpt/quarter for RCI. The
respective figures for upward phases are as foll@\86 pts/quarter for ICI,
2.86 pts/quarter for CClI, 7.29 pts/quarter for Bt 1.27 pt/quarter for RCI.
In manufacturing, construction and transport theerigity was record high
during the recession that followed the US subprimertgage crisis. RCI
recorded the highest intensity in the next phdseeeds to be stressed however,
that as the sample is quite short average valughtrbe misleading and one
should thoroughly examine detailed results preskimdables 3 and 4.

Note that the business confidence indicators utigestudy diverge from
each other in the beginning of the period, thenspeeially after the EU
accession — the divergence diminishes. This tendenanifests transition
process from the command economy to the markettedeeconomy and the
path that Polish firms made to know market rulesother problem, caused by
numeric procedures (extraction of a cyclical comgdpy come into
consideration at the end of the sample, ie in otdenonitor business activity
in real time we need to have in mind that updatintge series might change
estimations of last observations.



Table 3. Statistics of the successive phases dfyitles.

GDP

ICI

CCl

TCI

RCI

Recovery after the
transition recesssion
downward phase

A

d

i
‘Russian cisis’
upward phase

A

d

i
‘Russian cisis’

downward phase

A

d

i
dot.com crisis
upward phase

A

d

i
dot.com crisis

downward phase
A
d

19960Q1-1996Q4

-1.1
3
-0.37

19960Q4-1998Q1

21
5
0.42

19980Q1-1998Q4

-1.3
3
-0.45

19980Q4-2000Q1

2.5
5
0.50

2000Q1-2002Q4

-3.5
10
-0.35

19960Q2-1997Q3

10.9
5
2.17

1997Q3-1998Q4

-15.2
5
-3.03

19980Q4-2000Q1

9.9
5
1.98

2000Q1-2001Q4

-11.2
7
-1.60

19960Q4-1999Q3

-10.4
11
-0.95

1999Q3-2000Q2

5.0
3
1.67

2000Q2-2001Q3

-21.0
5
-4.20

1995Q4-1997Q1

-2.9
5
-0.59

1997Q1-1997Q4

2.3
3
0.77

19970Q4-1999Q1

-7.8
5
-1.57

1999Q1-2000Q4

6.7
7
0.95

2000Q4-2002Q1

-8.2
5
-1.64



Accession boom
upward phase

A

d

[
Accession boom
downward phase

A

d

Global financial and

economic crisis
upward phase

A
d

Global financial and

economic crisis
downward phase
A
d
i
Indebtness crisis
upward phase
A
d
i
Indebtness crisis
downward phase

2002Q4-2004Q2

1.6
6
0.27
2004Q2-2005Q3

-1.6
5
-0.32

2005Q3-2008Q1

4.3
10
0.43

2008Q1-2009Q3

4.4
6
-0.73
2009Q3-2011Q4

29
9
0.32

2011Q4-

2001Q4-2004Q1

125
9
1.39
20040Q1-2005Q2

-11.1
5
-2.23

2005Q2-2007Q3

16.1
9
1.79

2007Q3-2009Q1

-29.9
6
-4.98
2009Q1-2010Q4

26.7
7
3.81

2010Q4-

2001Q3-2004Q3

19.2

12

1.60
2004Q3-2005Q3

-1.4
4
-0.36

2005Q3-2006Q4

13.1
5
2.62

2006Q4-2009Q2

-38.0
10
-3.80
2009Q2-2011Q3

30.7
9
3.41

2011Q3-2012Q4

2001Q3-20040Q1

27.3

10

2.73
2004Q1-2005Q3

-28.9
6
-4.82

2005Q3-2007Q2

45.6
7
6.51

2007Q2-20090Q1

-68.3
;
-9.76
2009Q1-2010Q3

48.4
6
8.07

2010Q3

2002Q1-2004Q4

7.3

11

0.66
20040Q4-2005Q4

-3.1
4
-0.77

2005Q4-2008Q1

6.0
9
0.67

2008Q1-2009Q2

-11.8
5
-2.36
2009Q2-2010Q2

10.2
4
2.55

2010Q2-2012Q4



A

-25.0

-7.2
d 5 10
[ -5.00 -0.72
average of downward
phases
A -2.4 -16.9 -19.2 -48.6 -6.8
d 5.4 5.8 7 6.5 5.7
[ -0.44 -2.96 -2.86 -7.29 -1.27
average of upward phasi
A4 2.7 15.2 17.0 40.4 6.5
d 7 7 7.3 7.7 6.8
[ 0.39 2.23 2.32 5.77 1.12
average of all
A 1.8 10.2 11.7 15.6 5.3
d 6.2 6.4 7.1 7.1 6.2
[ 0.30 1.64 1.69 2.28 0.95

Notes:d — duration of phase (in quarterl); change in phase (in pt$);: intensity (in pts per quarter).

Source: own calculations.



Table 4. Statistics of the successive cycles.

GDP ICl ccl TCI RCI
P-P 1996Q1-1998Q1 1995Q4-1997Q4
A 1.0 -0.6
d 8 8
i 0.40 0.68
T-T 1996Q4-1998Q4 1996Q2-1998Q4 1997Q1-1999Q1
A 0.8 -4.3 5.5
d 8 10 8
i 0.44 2.60 1.17
P-P 1998Q1-2000Q1 1997Q3-2000Q1 1996Q4-2000Q2 1997Q4-2000Q4
4 1.2 5.3 5.4 1.2
d 8 10 14 12
i 0.48 2.50 1.31 1.26
T-T 1998Q4-2002Q4 1998Q4-2001Q4 1999Q3-2001Q3 1999Q1-2002Q1
A -1.0 1.4 -16.0 -1.6
d 15 12 8 12
i 0.43 1.79 2.93 1.30
P-P 2000Q1-2004Q2 2000Q1-2004Q1 2000Q2-2004Q3 2000Q4-2004Q4
A -1.9 1.3 -1.8 -1.0
d 16 16 17 16
i 0.31 1.50 2.90 1.15



T-T

2002Q4-2005Q3

2001Q4-2005Q2

2001Q3-2005Q3

2001Q3-2005Q3

2002Q1-2005Q4

A4 0.0 1.4 17.8 -1.7 4.2
d 11 14 16 16 15
[ 0.29 181 0.98 3.78 0.72
P-P 2004Q2-2008Q1 2004Q1-2007Q3 2004Q3-2006Q4 2004Q1-2007Q2 2004Q4-2008Q1
A4 2.7 5.0 11.7 16.6 2.9
d 15 14 9 13 13
[ 0.38 2.01 1.49 5.67 0.72
T-T 2005Q3-2009Q3 2005Q2-2009Q1 2005Q3-2009Q2 2005Q3-2009Q1 2005Q4-2009Q2
A -0.1 -13.8 -25.0 -22.8 -5.8
d 16 15 15 14 14
[ 0.58 3.38 3.21 8.13 151
P-P 2008Q1-2011Q4 2007Q3-2010Q4 2006Q4-2011Q3 2007Q2-2010Q3 2008Q1-2010Q2
A4 -1.5 -3.2 -7.3 -19.9 -1.6
d 15 13 19 13 9
[ 0.52 4.40 3.61 8.91 2.45
T-T 2009Q2-2012Q4 2009Q2-2012Q4
A4 5.7 3.0
d 14 14
[ 4.21 1.63
average of P-P cycle:
A 0.3 -0.6 -0.7 -1.7 -0.3



13 11.6

d 12.4 13.3 14.8
i 2.60 2.33 7.29 1.25
average of T-T cycles
A -0.1 -4.5 -4.4 -12.2 -1.1
d 12,5 12.8 13.3 15 12.6
i 2.40 2.83 5.96 1.27

Notes: :d — duration of cycle (in quarterd),- change in cycle (in pts)- intensity (in pts per quarter), T-T — troughttough
cycle, P-P — peak-to-peak cycle.

Source: own calculations.
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All the business confidence indicators record &peathe recent cycle,
which signalled the reference upper turning poirthva lead of 4 quarters in
the case of ICI, 1 quarter for CClI, 5 quarters T@l and 6 quarters for RCI.
And the subsequent downward phase even finishemmstruction and retalil
trade in 2012Q4. There are signs of an upturn conrmnmanufacturing and
motor transport, however, the Bry-Boschan technidogrovide no evidence
for this.

4.  Stylised facts

The analysis of cyclical fluctuations of indicatafbusiness activity in
the four sectors indicates that signals of the ghann economic dynamics
appear first and with the greatest regularity mnmanufacturing sector. For the
lower turning points the lead with respect to tlmrargges in the GDP is 1.8
guarter with a similar magnitude for the upper tognpoints. Ambiguous
results have been obtained for the constructiotosethe variable has a more
leading character at times of an increased econawtivity. For the troughs
the average lead is 0.75 quarter. The peaks,atidga decline in economic
activity, are closely located to the changes in@P. The largest leads in the
fluctuations of the cyclical component of the besi® indicator have
materialised in the transport sector with the sesalhumber of turning points
signalled, however. In addition, ambiguous reshidtge been obtained for retail
trade. Fluctuations in the indicator in this sedtuticate with a lead of 0.5
quarter an increases in economic activity. Thd ie&.2 quarter relative to the
reference variable for declines in economic agtivit

Obtained results confirm the leading character bé tcomposite
gualitative variables. In addition, the resultsowhthat the course of
fluctuations varies by sectors of the economy. Tihas the closest to the
reference variable for the manufacturing sectoe morphological features of
the cyclical component of ICI are the closest te tlhuctuations in the GDP.
This confirms a verifiable property that the cous$¢he cyclical fluctuations of
manufacturing has the highest impact on the flumina of the aggregate
economic activity (hypothesis 1). The property tbahstruction is the sector
with earliest materialisation of the changes inneenic activity is not fully
supported (hypothesis 2). Our analysis, howevamaiaserve as a basis for
a rejection of such a hypothesis as it is visiblenultiple phases. Higher leads
have been confirmed for the transport sector withd $mallest number of
turning points. Also this observation requires Hert insight. Similarly,
ambiguous results have been found in retail trad¢his case as well there is
no basis, given the amplitude of the fluctuationd the intensity of the changes
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in different phases of the cycle, for a rejectiontlee property indicating
a stabilising impact of this sector (hypothesis Bn unambiguous clarification
of those issues requires additional research and exdended time series data.

Our analysis allows for a positive verification thie hypothesis that the
impact of the cyclical movements in manufacturimgtbe course of business
cycle in Poland is the highest as the changesanaic activity are signalled
with the greatest lead and highest regularity by tarning points of the
business confidence indicator in the manufacturirgector. The
cross-correlations confirm the existence of stroognnections between
fluctuations in GDP and ICI. The leading charactdr changes in the
construction sector has not been confirmed. Them® basis for a rejection of
this hypothesis, either. Unusual events in thisaaof economic activity
increasing the uncertainty and risk in economicvagtmaterialised during the
course of the researched time frame. The issuaresgurther research. There
is no basis for a rejection of a statement thaticgicchanges in retail trade
have a stabilising impact on the course of flucturet in the aggregate.
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