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Abstract 
In a general equilibrium model that contains the standard RBC model as 

a special case we provide a novel and yet very intuitive interpretation of the 

Solow residual. We argue in a simple framework with a micro-level 

uncertainty and fixed costs that movements in the measured value of the 

Solow residual can reflect endogenous evolution in the stock of knowledge 

on the status of individual market demands. We establish that transitory 

shocks can have persistent effects as they exacerbate informational 

imperfections. In addition, the Solow residual is shown to fluctuate even 

though the technological frontier is time invariant and factors are fully 

employed. Finally, we argue that movements in the measured value of the 

TFP can be caused by monetary disturbances.  
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1. Introduction  

No firm has ever gone bankrupt for it has forgotten how to produce. 

However, numerous enterprises have been driven out of their markets by 

adverse shifts in demands. In this paper we take this simple observation 

seriously and illustrate how taste driven shifts in individual market demands 

can affect the effectiveness of factors allocation, the measured value of the 

Solow residual and finally how the shifts can impact aggregate activity.  

A casual walk through a typical shopping mall can be quite informative 

and perhaps fascinating to an economist. In a relatively confined space we do 

observe nearly all phases that most products go through. At any point in time 

some tenants are forced to close their businesses while at the same time new 

ones, with some anxiety, open up theirs in anticipation of positive profits. Still 

others stand firmly and enjoy their seemingly secure flow of profits. While 

the experience of those who are driven out may appear as dramatic it reminds 

us that losing one’s business is a part of the process. Moreover, it appears that 

in most cases the decision to cease operations is not an outcome of a sudden 

technological regress, but rather it reflects developments on the demand side 

as demands that previously existed simply expire.  

It is customary, both for theoretical and practical reasons, in 

macroeconomics to posit that the aggregate production function takes the 

form: 

𝑌 = 𝐴𝐾𝛼𝐿1−𝛼. (1) 

 

Moreover, standard growth accounting exercises reveal that parameter 

A varies significantly even at a relatively high frequency. It turns out that A 

typically decreases during economic downturns and, in particular, it became 

lower during the Great Depression of 1930s and during the 1990/91 recession. 

This led some macroeconomists to a belief that exogenous volatility in A 

could stand at the root of the business cycle phenomenon. In fact it is widely 

believed that unexpected changes in the production possibility frontier can 

lead to model-based dynamics that resemble that observed in reality. Even if 

this view is correct it still calls for a sensible interpretation of the observed 

variation in A, as some authors, e.g. Conlisk (1989), Lagos (2006), Jaimovich 

& Rebelo (2006), note that the changes in A are not only unexpected, but also 

unexplained. In this paper we embark on the task to provide a novel 

rationalization of the movements in A in a general equilibrium model that 

contains the standard RBC model as a special case.  

Our mechanism that drives changes in A is a very simple one and, we 

believe, a natural one. Specifically, we assert that the overall market outcome 

does not solely depend on the producers’ ability to manufacture, i.e. the 
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supply side of the market, but it also depends on the demand side of the 

market. In other words, we claim that apart from knowing how to produce, 

the technology aspect, it is imperative to know what to produce, i.e. producers 

must have a reasonable assessment of the demand side of the market. The 

underlying mechanism that we model reflects the experience of numerous 

economies. Specifically, one can imagine that the 1998 Russian collapse put 

an enormous strain on numerous businesses in Eastern Europe as those 

businesses lost a market for their products. Naturally, at the time Eastern 

European producers’ physical ability to produce did not diminish as firms had 

access to their technologies and to abundant factor markets. However, the 

measured value of the Solow residual did fall at the time. Clearly, an adverse 

shift in demand did impact A. Similarly, in 1973, when the UK joined the EU, 

Australia’s access to the British market was curbed negatively affecting the 

measured value of the total factor productivity. Again, it is hard to imagine 

that Australian production possibility frontier shifted at the time and, yet, the 

measured value of TFP must have fallen and remained lower until new 

markets for Australian products were found.  

More formally we can note that GDP can be expressed as the sum of 

the values of all final goods purchased in a given period, i.e. as follows: 

 

𝐺𝐷𝑃 =  𝑃1𝑄1+. . +𝑃𝑖−1𝑄𝑖−1 + 𝑃𝑖𝑄𝑖 + 𝑃𝑖+1𝑄𝑖+1+. . +𝑃𝑛𝑄𝑛. (2) 

 

Let us now imagine that the demand for good i suddenly disappears and 

its price becomes equal to zero. Naturally, in such a case the GDP assumes 

a new value given by: 

 

𝐺𝐷𝑃−𝑖  =  𝑃1𝑄1+. . +𝑃𝑖−1𝑄𝑖−1 + 0𝑄𝑖 + 𝑃𝑖+1𝑄𝑖+1+. . +𝑃𝑛𝑄𝑛, (3) 

 

which is lower than the previous one. Clearly, the GDP has changed even 

though the actual quantities produced have remained unchanged. This simple 

example reminds us that even when the supply side is time invariant it may 

be the case that the measured value of aggregate activity fluctuates in 

response to demand shifts. Obviously, this simple illustrative example 

suggests that it may be worthwhile to explore the impact of the demand side 

disturbances on aggregate activity and on the measured value of the Solow 

residual in particular.  

In our modeling approach we assume that individual market demands 

are stochastic. They evolve over time occasionally expiring and then possibly 

reappearing with some probability. In addition, we assume that the status of 

a given demand can only be identified when the production process is started 
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and a sale attempt is made. Moreover, it is assumed that production entails in 

addition to standard variable costs a fixed cost. While the above assumptions 

may appear innocuous they lead to profound implications for aggregate 

activity and allow us to interpret the measured value of the Solow residual in 

a novel, possibly more appealing, manner. The mechanism that generates 

endogenous variability in the measured value of the Solow residual is a very 

simple one. Imagine that suddenly, possibly as a result of an adverse monetary 

shock, labor becomes more scarce and, thus, in equilibrium more expensive. 

Naturally, in such a case some firms rationally choose to suspend their 

activity and some continue their operations, but generate lower profits. The 

rational decision to suspend operation has two effects: it naturally reduces the 

present value of the flow of losses, but at the same time it precludes specific 

market demands from being observed. Inability to observe the demands in 

a given period imposes an additional burden on producers in the future 

periods. Note that by assumption demands can expire. Therefore, a given 

producer who rationally suspends production in a given period does not know 

whether the demand for her product expired or it continues to exist. Rational, 

via Bayes rule, beliefs revision implies that in the following period the 

producer deals with a riskier demand than it previously did. This, however, 

implies that should the producer resume operation, she will be more likely to 

misallocate resources. In other words, the producer will assign excessive 

amount of resources to projects that are not economically viable and will 

underfund projects that should be funded. This, however, impacts the 

productivities of the factors of production and naturally the measured value 

of the Solow residual.  

In the substantive sense the paper captures a general theme that the 

quality of signals generated by economic variables is damaged during 

recessions. Therefore, recessions not only impose direct losses on the 

economy, but also negatively impact the informativeness of economic 

variables. The fact that damage inflicted by recessions goes beyond output 

loss has been explored in other contributions. Bernanke & Gertler (1989) and 

Gali et al. (2003) stress the role of capital market imperfections. The authors 

argue that damage is done through the impact on the financial hierarchy of 

access to capital, popularized by Fazzari et al. (1988), which relatively 

tightens against smaller businesses during recessions. Similarly, Brock & 

Evans (1989) show that small businesses are relatively more affected during 

recessions. Moreover, Greenwald & Stiglitz (1993) working on the role of 

imperfect capital markets, adverse selection, and imperfect information reach 

the conclusion that the recessions can negatively influence the economy. In 

addition, some authors, Bernanke et al. (1996), find that the composition of 
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projects, a substantive point also explored in this paper, is affected during 

recessions.  

Our results are presented in a number of sections. In the next section we 

outline the basic model. In Section 3 we define demand uncertainty – a key 

ingredient of the model. In Section 4 we present a solution for the equilibrium 

of the model. In Section 5 we discuss extensions. Finally, conclusions are 

presented in Section 6. 

2. Model  

The model’s composition corresponds to the imperfectly competitive 

canon augmented with an additional state variable, distribution of project 

types, and the assumption of fixed costs. Functional forms are chosen to make 

our substantive points in the simplest and tractable framework. We want to 

emphasize that our model does contain the standard RBC model as a special 

case.  

2.1. Consumers  

There is a continuum of measure one of infinitely lived consumers who 

value consumption and leisure with preferences represented, following 

Kiyotaki1 (1988), with the following utility function: 

 

𝑈({𝑐𝑡}𝑡=1
𝑡=∞, {𝑙𝑡}𝑡=1

𝑡=∞) = ∑ 𝛽𝑡−1log (𝑐𝑡 −
𝜃

1+𝜂
𝑙𝑡
1+𝜂

)∞
𝑡=1 , (4) 

 

where {𝑐𝑡}𝑡=1
𝑡=∞ denotes the stream of consumption and {𝑙𝑡}𝑡=1

𝑡=∞ denotes the 

stream of hours worked. Consumers receive labor income and a return on 

their capital holdings. Profit income in equilibrium equals zero.  

Utility maximizing consumers take the paths of prices and wages as 

given and at each point in time chooses the number of hours worked lt and the 

level of consumption ct. The number of hours worked is given by: 

 

𝑙𝑡 = (
1

𝜃

𝑤𝑡

𝑝𝑡
)

1

𝜂
. (5) 

 

In addition, to preserve complete analytic tractability along the 

intertemporal margin it is assumed that the rate of physical capital 

depreciation is equal to unity, i.e. in all periods we have δ = 1.  

                                                   
1 We choose to rely on this functional form to ensure analytic tractability while being able to 

allow for non-constant labor supply. 
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Under this simplifying assumption and the assumption of price taking 

behavior there exists an equilibrium path with a constant saving rate. We 

naturally realize that having chosen such specific values for a key parameter 

at best allows us to establish our results in a qualitative rather than strict 

quantitative case. Appendixes A and B provide sensitivity analyses with 

respect to our choice of the values of the parameters.  

2.2. Producers  

The process of production takes a number of steps. First capital and 

labor are combined to deliver an intermediate good referred to as the factor, 

then the factor is utilized in the process of production of a number of varieties 

of intermediate goods. Finally, the varieties are used in the process of 

production of the final good. The final good is used both for investment and 

consumption. 

2.2.1. The final good  

The final good is to resemble an aggregate consumption index. It in 

effect encompasses a number of intermediate goods. Specifically, we assume 

that there exists a fixed set of measure one of intermediate goods. Each 

intermediate good can be in either of two states in any given period. The good 

can be either demanded, i.e. used in the process of aggregation, or can be 

perceived as worthless, i.e. not required in the process of production of the 

final consumption good. Moreover, the process of aggregation takes the 

standard CES functional form and the process of production of the final 

consumption good can be summarized as follows: 

 

𝑄𝑡 = (∫ 𝑥𝑖,𝑡
𝛾
𝐼𝑖,𝑡𝑑𝑖

1

0
)

1

𝛾
, (6) 

 

where xi,t denotes the amount of intermediate good i employed in the process 

of production and Ii,t is the indicator function with Ii,t = 1 when the 

intermediate good i is demanded, valued by consumers, and Ii,t = 0 otherwise. 

The market for the final consumption good is perfectly competitive. 

Accordingly, the price of the final consumption good can be expressed as 

 

𝑝𝑡 = (∫ 𝑝
𝑖,𝑡

−
1

𝜎𝐼𝑖,𝑡𝑑𝑖
1

0
)

−𝜎

, (7) 

 

where 𝜎 =
1−𝛾

𝛾
 and pi,t is the price of good i at time t. Naturally, in equilibrium 

whenever Ii,t = 0 then pi,t = 0 as well. 
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The producers of the final consumption good take the prices of the 

intermediate goods as given, maximize profits, and in turn post demands for 

the intermediate goods. The inverse demands are given by: 

 

𝑝𝑖,𝑡 = {
𝐷𝑡
1−𝛾

𝑝𝑡
𝛾
𝑥𝑖,𝑡
𝛾−1

     when     𝐼𝑖,𝑡 = 1

0     when     𝐼𝑖,𝑡 = 0
, (8) 

 

where Dt denotes the total nominal demand for the final consumption good.  

Naturally, we view the final good as the abstract aggregate consumption 

good. In fact, we think of the intermediate goods as being of direct value to 

the consumers with the actual aggregate production function reflecting 

consumers’ preferences over the intermediate goods.  

2.2.2. The intermediate goods  

The process of production of the intermediate goods reflects that 

presented in Matsuyama (1999). There are two major classes of intermediate 

goods. There is a class of goods of a continuum of measure nc that are always 

demanded, i.e. Ii,t = 1 for all these goods. In addition, there is class of 

intermediate goods of measure 1 − nc, which are either demanded or not, i.e. 

Ii,t ∈ {0,1}. The production function is linear and identical for all intermediate 

goods. One unit of the factor produces a unit of an intermediate good, i.e.: 

 

𝑥𝑖,𝑡 = 𝑓𝑖,𝑡. (9) 

 

As in Matsuyama (1999), we assume that intermediate goods that are 

always demanded are sold on perfectly competitive markets. Moreover, 

producers that face uncertain demands must pay a fixed cost 𝐹𝑝𝑓, where 𝑝𝑓 

denotes the price of the factor if they decide to produce. F can be perceived 

as the cost of gathering and processing information on the status of the 

demands. Alternatively, F could be interpreted as an agency cost in a more 

elaborate model with imperfect credit markets 2. Note that it is assumed that 

producers that deliver goods that are always demanded do not pay any fixed 

cost as their demands are certain to exist.  

There are a continuum of measure one of producers, behaving 

competitively, that produce intermediate goods with certain demands. 

                                                   
2 Naturally, F could be a function of the expected return on the project. Assuming that would 

not alter the results. Similarly, F could be modeled as countercyclical as there are arguments 

that suggest that borrowing constraints are more stringent during recessions. Introducing that 

assumption would, however, only strengthen the results in the quantitative sense. 
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Accordingly, in equilibrium all producers do engage in production and the 

equilibrium price is equal to marginal cost, i.e.: 

 

𝑝𝑖,𝑡 = 𝑝𝑓 (10) 

 

for each intermediate good with certain demand.  

In addition, we assume that there are exactly two producers of each 

intermediate good with uncertain demand. Each period the producers can 

decide to engage in the process of production or can choose not to enter and 

stay idle. Should it occur that both producers opt to be active, the two 

producers are assumed to engage in price3 competition and consequently both 

make negative expected profits of  −𝐹𝑝𝑓. In the other extreme case if none of 

them chooses to be present on the market the profits, the level of production 

and the price are all equal to zero. In the remaining scenario when only one 

of the producers enters and the other does not the one that enters pays the 

fixed cost 𝐹𝑝𝑓 and enjoys the monopoly power but still is confronted with 

demand uncertainty.  

Producers decide whether to be active or not simultaneously. Moreover, 

we assume that the producers are not aware of the actual state of nature, i.e. 

whether Ii,t = 0 or Ii,t = 1,  before they make their decisions. They only rely on 

the rational assessment of the likelihoods of the two events. Furthermore, the 

uncertainty is not resolved until production is undertaken and a sale attempt 

is made. Assuming that the demand for a given good i exists with probability 

ai and does not with probability 1 − ai, and that producers are expected profits 

maximizers, the equilibrium price of good i at time t is given by: 

 

𝑝𝑖,𝑡 =

{
 
 

 
 

1

𝑎1
𝑝𝑓     when both enter and the demand exists

0     when both enter and the demand does not exist
1

𝛾𝑎1
𝑝𝑓     when only one enters and the demand exists

0     when only one enters and the demand does not exist

. (11) 

 

The two producers of the intermediate goods rationally foresee that if 

both enter then both make an expected loss of  −𝐹𝑝𝑓 if only one of them enters 

then the one that remains idle earns zero profits, and the one that enters earns 

                                                   
3 We simply assume that in this case the two producers take simultaneously the expected 

demand as given. Furthermore, we assume that each one produces one half of the quantity 

consistent with the expected demand. 
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an expected profit equal to (𝜎𝑥𝑖
𝑀 − 𝐹)𝑝𝑓, 𝑥𝑖

𝑀 denotes the quantity produced 

by a monopolist who faces a demand that exists with probability ai. Finally, 

if the two choose inactivity then the profits are equal to zero. As assumed the 

two producers decide on their level of activity simultaneously. The Nash 

equilibrium of the game between the two producers can be summarized as 

follows: both remain idle when 𝜎𝑥𝑖
𝑀 − 𝐹 < 0 and both enter with probability 

𝑏𝑎𝑖 otherwise, where 𝑏𝑎𝑖 satisfies: 

 

(1 − 𝑏𝑎𝑖)𝜎𝑥𝑖
𝑀 = 𝐹. (12) 

 

Naturally, in equilibrium 𝑏𝑎𝑖 is never equal to one, but it can be equal 

to zero. Moreover, every period the expected profits earned by a producer are 

equal to zero. Consequently, by the law of large numbers the actual profits 

earned in this economy are equal to zero.  

2.2.3. The factor  

The production process for the factor relies on the standard 

Cobb-Douglas technology employing both capital and labor. Specifically, k 

units of capital and l units of labor yield: 

 

𝑓 = 𝑘𝛼𝑙1−𝛼 (13) 

 

units of the factor. The factor is sold on perfectly competitive markets and, 

accordingly, its price is equal to marginal costs: 

 

𝑝𝑓 = (
𝑟

𝛼
)
𝛼

(
𝑤

1−𝛼
)
1−𝛼

, (14) 

 

where r and w denote the rental price of capital and the wage.  

3. Demand uncertainty  

There are some goods with time invariant demands. Let us assume that 

the measure of those goods is equal to nc. On the other hand there are markets 

in which demands evolve in a stochastic manner. We choose to model such 

cases by assuming that if the demand for a given intermediate good exists in 

a given period then it will continue to exist in the following period with 

probability q and will cease to exist with probability 1 − q. Similarly, an 

expired demand will remain expired in the following period with probability 

q and will reappear with probability 1 − q. In other words, we assume that 
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individual demands follow a Markov process with the transition matrix given 

by: 

+ 0
+ 𝑞 1 − 𝑞
0 1 − 𝑞 𝑞

. (15) 

 

Let ω = 2q − 1 and observe that a positive demand observed at time t 

remains positive after T periods with probability 𝑎𝑇 =
1

2
(𝜔𝑇 + 1). Similarly, 

an expired demand  at time t turns positive T periods later with probability 

1 − 𝑎𝑇 =
1

2
(1 − 𝜔𝑇). Naturally, whenever economic activity is undertaken 

and there is sale attempt made, the demand is observed and the actual state of 

nature can be inferred with certainty. On the other hand, whenever profit 

maximizing individuals rationally choose to suspend production there is no 

sale attempt made, and consequently demand is not observed and the actual 

state of nature remains unknown.  

For clarity we refer to a market with positive demand with probability 

a as a project of quality a. Let 𝑛𝑎
𝑡  be the number of projects of quality 

a available at time t. Naturally, given the Markovian nature of the evolution 

of project types the overall number of projects is fixed and equal to 1 − nc, 

i.e.: 

∫ 𝑛𝑎
𝑡 𝑑𝑎

1

0
= 1 − 𝑛𝑐. (16) 

 

Moreover, the set of admissible project types is given by, where again 

ω = 2q − 1: 

 

𝐴 = {𝑎: 𝑎 =
1

2
(𝜔𝑇 + 1)   or   𝑎 =

1

2
(1 − 𝜔𝑇),   𝑇 = 1,2, . . . }. (17) 

 

Let 𝑧𝑎
𝑡  denote the fraction of projects of type a suspended in period t. 

Assuming that agents use Bayesian updating when making inferences about 

the status of a given demand and invoking the law of large numbers, it is 

straightforward to establish that the distribution of project types satisfies the 

following laws of motion: 

 

𝑛𝑎1
𝑡+1 =∑(1 − 𝑧𝑎1

𝑡 )𝑎𝑖𝑛𝑎1
𝑡

∞

𝑖=1

+∑(1 − 𝑧1−𝑎1
𝑡 )(1 − 𝑎𝑖)𝑛1−𝑎1

𝑡

∞

𝑖=1

𝑛𝑎2
𝑡+1 = 𝑧𝑎1

𝑡 𝑛𝑎1
𝑡

𝑛𝑎3
𝑡+1 = 𝑧𝑎2

𝑡 𝑛𝑎2
𝑡

 (18) 
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… 

𝑛1−𝑎3
𝑡+1 = 𝑧1−𝑎2

𝑡 𝑛1−𝑎2
𝑡

𝑛1−𝑎2
𝑡+1 = 𝑧1−𝑎1

𝑡 𝑛1−𝑎1
𝑡

𝑛1−𝑎1
𝑡+1 = ∑ (1 − 𝑧𝑎1

𝑡 )(1 − 𝑎𝑖)𝑛𝑎1
𝑡∞

𝑖=1 + ∑ (1 − 𝑧1−𝑎1
𝑡 )𝑎𝑖𝑛1−𝑎1

𝑡∞
𝑖=1

. 

 

For a given sequence of {𝑧𝑎
𝑡 }𝑎∈𝐴, the system (18) is characterized by 

a fixed point property and the distribution of available projects types {𝑛𝑎
𝑡 }𝑎∈𝐴 

converges to an ergodic distribution. 

4. Equilibrium  

There are two state variables in the model: physical capital and the 

distribution of project types {𝑛𝑎
𝑡 }𝑎∈𝐴. Nevertheless, the solution to the 

intertemporal problem given the very specific functional form of the utility 

function and the fact that the rate of physical capital depreciation is assumed 

to be equal to unity is straightforward. In particular, under the assumption of 

price taking behavior on the part of a representative consumer the fraction of 

output saved each period is constant and given by s = βα. The solution 

prevails even in the presence of uncertainty and expected utility 

maximization. 

The equilibrium within a given period is characterized by a number of 

reaction functions and market clearing condition. First of all, recall that both 

the amount of physical capital stock and the distribution of project types 

{𝑛𝑎
𝑡 }𝑎∈𝐴 are predetermined in a given period. Moreover, as the price of an 

intermediate good with certain demand is always equal to marginal cost and 

the efficiency in the final good producing sector requires that: 

 

(
𝑥𝑡,𝑖

𝑥𝑡,𝑗
)
γ−1

=
𝑝𝑡,𝑖

𝑝𝑡,𝑗
, (19) 

 

the actual quantities delivered are always the same irrespective of the specific 

good. Let 𝑥𝑡
𝑐 denote the quantity delivered by producers of an intermediate 

good of a given type with certain demand. Similarly, let 𝑥𝑡,𝑎
𝑀  be the quantity 

delivered by the producer of an intermediate good of type a. The demand for 

the good exists with probability a, when only one producer enters. In addition, 

let 𝑥𝑡,𝑎
𝐶  be the quantity delivered by the two producers of the intermediate 

good of type a when both producers enter. Noting that the producers of goods 

with risky demands must pay the fixed cost to produce, the overall demand 

for the factor can be expressed as: 
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𝑓𝑡
𝐷 = 𝑛𝑐𝑥𝑐 + ∫ 𝑛𝑎

𝑡 ((𝑏𝑎
𝑡 )2(𝑥𝑡,𝑎

𝐶 + 2𝐹) + 2𝑏𝑎
𝑡 (1 −

𝑎∈𝐴

𝑏𝑎
𝑡 )(𝑥𝑡,𝑎

𝑀 + 𝐹)) 𝑑𝑎. 
(20) 

 

In equilibrium, the efficiency condition (19) and the indifference 

condition (12) must hold. In addition, the demand for the factor 𝑓𝑡
𝐷 given by 

(20) must be equal to the supply 𝑘𝑡
𝛼𝑙𝑡
1−𝛼, i.e.: 

 

𝑘𝑡
𝛼𝑙𝑡
1−𝛼 = 𝑥𝑐𝛷𝑡, (21) 

 

where Φt denotes the following expression, where 𝜌 =
1

1−𝛾
 and 𝑔 = 𝛾

𝛾

1−𝛾: 

 

𝛷𝑡 = 𝑛
𝑐 + ∫ 𝑛𝑎

𝑡 𝑎𝜌((𝑏𝑎
𝑡 )2 + 2𝑏𝑎

𝑡 (1 − 𝑏𝑎
𝑡 )𝑔)

𝑎∈𝐴
𝑑𝑎. (22) 

 

It is straightforward to show that the price level can be expressed as 

𝑝𝑡 = 𝛷𝑡
−𝜌 𝑤𝑡

1−𝛼
(
𝑙𝑡

𝑘𝑡
)
𝛼

. Moreover, as the quantity of labor supplied is given by 

(5), the equilibrium within a single period of time can be summarized with 

𝐵1 = (
1−𝛼

𝜃
)

1

𝜂+𝛼
: 

𝑙𝑡 = 𝐵1𝛷𝑡

𝜎

𝜂+𝛼𝑘𝑡

𝛼

𝜂+𝛼

𝑦𝑡 = 𝛷𝑡
𝜎𝑘𝑡

𝛼𝑙𝑡
1−𝛼

𝑘𝑡+1 = 𝛽𝛼𝛷𝑡
𝜎𝑘𝑡

𝛼𝑙𝑡
1−𝛼

. (23) 

 

Moreover, in equilibrium as equations (21), (19), and (132) imply for 

any 𝑎 ∈ 𝐴 such that 𝑏𝑎
𝑡 > 0 it must be, 𝐵2 =

1

𝐹
(1 − 𝛾)𝑔: 

 

𝐵2𝑘𝑡
𝛼𝑙𝑡
1−𝛼(1 − 𝑏𝑎

𝑡 )𝑎𝜌 = 𝛷𝑡. (24) 

 

Expression (24) defines implicitly, as Φt does depend on 𝑏𝑎
𝑡 ’s, the 

sequence of probabilities {𝑏𝑎
𝑡 }𝑎∈𝐴 at which producers enter. Finally, 

production in a given unit that faces a positive demand with probability a is 

suspended whenever none of the two producers enters and that occurs with 

probability (1 − 𝑏𝑎
𝑡 )2, hence: 

 

𝑧𝑎
𝑡 = (1 − 𝑏𝑎

𝑡 )2. (25) 
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The description of the equilibrium within a single period of time is 

complete. The last relationship of (23) and (18) describe the evolution of the 

economy over time.  

Model parameters do influence the evolution of the economy over time. 

However, there is a range of values for which the economy converges to 

a  steady state. The approach path to the steady state can be oscillatory. 

Finally, multiple steady state equilibria are feasible. Appendixes A and B 

contain extensions of discussion of the equilibrium properties further. 

Naturally, we want to indicate that our results are only qualitative in nature 

and serve as an illustration as there is no particular scientific basis for our 

choice of the underlying parameters.  

4.1. Dynamics  

There are two state variables in the model: physical capital and 

informational capital embodied in the distribution of project types {𝑛𝑎
𝑡 }𝑎∈𝐴. 

Physical capital plays the traditional role in the model. It is a saving 

instrument and an input in the process of production. Informational capital 

captures the state of knowledge of economic agents about the state of nature 

of individual market demands. Naturally, physical capital is accumulated over 

time and is a result of rational decision making with the fraction βα of output 

saved each period. Informational capital, on the other hand, is created in fact 

as a by-product of economic activity, active firms reveal the status of demands 

and suspended units do not, and its evolution is summarized with the system 

of equations (18). As it turns out, a decision to suspend production leads to 

information loss and impacts negatively the shape of the future distribution 

of project types. Nevertheless, the decision is rational, i.e. consistent with the 

firm’s value maximization at any point in time.  

4.2. Long Lasting Effects of Transitory Shocks  

For a wide parameter range the level of physical capital stock and the 

distribution of project types converge, respectively, to a steady state value and 

an ergodic distribution. Consequently, absent any changes in the 

fundamentals the economy remains in the steady state and only shocks can 

push the economy out of its long run equilibrium. At this stage the paper 

focuses on a very special form of shocks. In particular, we consider shocks to 

preferences on the leisure-consumption margin. Specifically, we observe that 

whenever θ changes, labor supply changes. A rise in θ decreases labor supply 

and makes the factor scarcer. This in turn discourages entry as the factor price 
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is higher, and depresses activity even further. Clearly, a change in θ has 

a direct impact on output as it affects labor supply, and indirectly as it 

influences the entry margin. However, shifts in θ not only affect the current 

equilibrium values, but also impact the process of formation of both forms of 

capital. Specifically, as an increase in θ lowers output and as a fixed fraction 

of output βα is saved, the future level physical capital stock decreases as well. 

Moreover, as a positive innovation to θ reduces willingness of entry on the 

part of producers at the time of the shock, the number of observed demands 

is lower and there is less information revealed, and the shape of future 

distribution of project types changes as well. As a result the decisions to 

suspend operation of a greater number of units exacerbate uncertainty and 

lead to a fall in the informational capital stock embodied in {𝑛𝑎
𝑡 }𝑎∈𝐴. The fall 

in the informational capital stock implies a lower level of output in future 

periods as factor of production are utilized less efficiently. Figure 1 presents 

sample dynamics of output triggered by a 2% increase in θ (a negative labor 

supply shock.) 

 
Figure 1. Output response to a negative labor supply shock. 

Source: own computation. 

 

Figure 2 presents the reaction of the key macro-variables to a one time 

2% increase in θ. The response of the real wage is of particular interest as the 

real wage actually rises when the shock hits. This is not surprising because 

leisure is valued relatively more at the time of the shock, and then it falls and 

follows the path analogous to the remaining variables. The reason for the fall 
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in the real wage after the return of θ to its original value is simple. The shock 

adversely affects the distribution of projects types and as the rewards to 

factors of production depend on the overall riskiness of the projects the real 

wage must decrease in line with the adverse change in the distribution of 

project types. 

 
Figure 2. Response of key macroeconomic variables to a negative labor 

supply shock. 

Source: own computation. 

 

A rise in θ affects the economy both when the shock is present and when 

the value of θ returns to its normal value, as a contemporaneous rational 

decision to suspend production impacts negatively the future distribution of 

project types. Summarizing, the presence of informational capital enriches the 

dynamics. Moreover, the presence of informational capital introduces inertia 

to the economy. Thus, the model illustrates that even temporary disturbances 

can cause long lasting departures of output from the normal level. Naturally, 

in the model negative disturbances cause excessive output loss. On the other 

hand a positive innovation pushes output above its normal level for an 

extended period of time as well. Moreover, a positive innovation, if it occurs, 

leads to increased uncertainty resolution and makes the decision making 

process easier in the future periods and thus increases future output. In 

addition, given the imperfectly competitive structure of our model, a positive 

innovation actually brings output closer to the social, perfectly competitive, 
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optimum. In summary, the presence of the additional state variable that 

captures agents’ knowledge on the existence of specific demands enriches the 

dynamics and increases the variance of output with mean up to the first order 

unchanged.  

4.3. Time-varying Solow residual  

The overall number of projects is always constant. The number of 

markets with existing demands is always equal to 𝑛𝑐 +
1

2
(1 − 𝑛𝑐) and the 

number of markets with non-existent demands equals 
1

2
(1 − 𝑛𝑐). Moreover, 

existing technologies are time invariant. However, admittedly, economic 

agents are not equally informed on the actual status of individual market 

demands in all periods. Occasionally, economic agents face a riskier pool of 

projects and their decisions ex post turn out to be inefficient with some 

projects underutilized and other receiving excessive finance. Moreover, in all 

periods all factors of production are fully employed. At any point in time the 

level of output can be expressed as 

 

𝑦𝑡 = 𝛷𝑡
𝜎𝑘𝑡

𝛼𝑙𝑡
1−𝛼. (26) 

 

In equilibrium Φt depends on the distribution of project types and on 

the probabilities of entry by each of the types. These in turn depend on the 

actual amount of capital and labor in the economy. Consequently, the level of 

output can be expressed as a function 4 of the distribution of project types, 

capital, and labor available in the economy: 

 

𝑦𝑡 = 𝑓({𝑛𝑎
𝑡 }𝑎∈𝐴, 𝑘𝑡, 𝑙𝑡). (27) 

 

This functional form can be interpreted as a form of the aggregate 

production function. Obviously, the functional form obtained in this manner 

need not and in general does not resemble the functional form of the 

production at the micro-level. The production function at the micro-level is 

known in this model. It is a simple Cobb-Douglas production function 

represented by (13). Should we decide incorrectly to assume that the 

aggregate production function belongs to the same family of Cobb-Douglas 

functional forms, then noting that all three variables yt, kt, and lt are 

observable, we will interpret 𝛷𝑡
𝜎 as a measure of the total factor productivity. 

Naturally, in the traditional sense our interpretation will be ‘flawed’ as Φt in 

                                                   
4 For some special parameter values the actual functional form can be obtained. 
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equilibrium does depend on kt and lt. Nevertheless, the interpretation as such 

will be consistent with the current operational methodological approach used 

in the Real Business Cycle theory and growth accounting. Informally, an 

inexperienced econometrician who attempts to fit the true micro-level 

production function into aggregate data is bound to pick up 𝜎
ΔΦ𝑡

Φ𝑡
 as a measure 

that reflects the Solow residual as approximately we have: 

 
∆𝑦𝑡

𝑦𝑡
= 𝜎

ΔΦ𝑡

Φ𝑡
+ 𝛼

∆𝑘𝑡

𝑘𝑡
+ (1 − 𝛼)

∆𝑙𝑡

𝑙𝑡
. (28) 

 

Moreover, in equilibrium all variables yt, kt, lt, and {𝑛𝑎
𝑡 }𝑎∈𝐴 do change 

and, consequently, the measured Solow residual varies as well. Figure 3 

presents the actual co-dependency of equilibrium variables for a sequence of 

shocks to θ. 

 
Figure 3. Correlation between key macroeconomic variables and the 

measured Solow residual.  

Source: own computation. 

 

As normally believed, output, employment and investment strongly 

respond to changes in the measured Solow residual. However, the relationship 

is spurious as the underlying shock lies elsewhere and does not influence the 

actual factor productivity. In this model shocks to preferences affect labor 

supply. Changes in labor supply for a given level of physical capital influence 
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the scarcity of the factor. Variations in the scarcity of the factor impact the 

entry probabilities, which in turn influence the measured values of the Solow 

residual. Consequently, output, employment and investment all change in 

equilibrium in line with the measured value of the Solow residual despite the 

fact that the physical factor productivity is constant. Thus, the model presents 

a mechanism that generates the time-varying measured Solow residual with 

full factor employment and without technology shocks. Obviously, in the 

model the measured Solow residual does not indicate the change in the actual 

physical factor productivity as the factors are always fully employed and 

equally productive as the production possibility frontier is constant.  

5. Extensions  

The dynamics in the model is driven by shocks to preferences on the 

leisure-consumption margin. While shifts in tastes at the individual level do 

occur and assuming just that does not yield any controversy the paper makes 

in fact a stronger assumption. Specifically, we treat shocks to individual 

preferences as being perfectly correlated across individuals, i.e. we assume 

that the same type of shock affects all agents simultaneously. Clearly, there 

is no theoretical rationalization for perfect correlation across shocks. To deal 

with that issue we extend the model.  

Recall that labor supply at any given point in time is given by: 

 

𝑙𝑡 = (
1

𝜃

𝑤𝑡

𝑝𝑡
)

1

𝜂
. (29) 

 

Up to this point we have been relying on shifts in θ to induce variation 

in the amount of labor supplied. Naturally, as equation (29) indicates, labor 

supply changes as soon as the real wage changes. Under the assumption of 

full information the real wage could change only if some of the underlying 

parameters of the model change. Here, we decide to make a short cut 5 and 

assume that there is a timing issue within a single period of time. Specifically, 

we assume that the nominal wage wt is observed whereas the price level pt 

becomes known after the actual labor contract is signed. Accordingly, the 

actual labor contract must be signed given expectations about the price level 

and the actual amount of labor supplied, under yet another simplifying 

assumption of certainty equivalence behavior, takes the form: 

                                                   
5 Formally speaking, we should embed the model into the Lucas’s type framework and 

proceed with the fully rational exposition. We make the short cut to reduce the dimensionality 

of the model. 
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𝑙𝑡 = (
1

𝜃

𝑤𝑡

𝑝𝑡
𝑒)

1

𝜂
, (30) 

 

where 𝑝𝑡
𝑒 denotes the expected price level at t from the perspective of the 

beginning of period t. Similarly, the physical capital rental contract is signed 

conditional on expectations of the price level. To induce potential departures 

between the actual price level pt and the expected price level 𝑝𝑡
𝑒 we follow 

Blanchard & Kiyotaki (1987) and introduce a monetary variable into the 

model with money in the utility being the source of money demand. 

Accordingly, the utility function assumes a new functional form and is 

expressed with: 

 

𝑈({𝑐𝑡}𝑡=1
𝑡=∞, {𝑙𝑡}𝑡=1

𝑡=∞, {𝑚𝑡}𝑡=1
𝑡=∞) = ∑ 𝛽𝑡−1log𝑚𝑡 (𝑐𝑡 −

𝜃

1+𝜂
𝑙𝑡
1+𝜂

)∞
𝑡=1 , (31) 

 

where mt denotes the real value of money balances held by the consumer at t. 

The monetary authority injects with lump sum transfers money into the 

economy. The remainder of the model remains unchanged. The period t 

budget constraint takes the form: 

 

𝑐𝑡 +𝑚𝑡 + 𝑘𝑡+1 =
𝑤𝑡

𝑝𝑡
𝑙𝑡 + (1 − 𝛿 +

𝑟𝑡

𝑝𝑡
) 𝑙𝑡 + (1 − 𝜏)𝑚𝑡−1

𝑝𝑡−1

𝑝𝑡
+𝑚𝑡

𝐿, (32) 

 

where 𝑚𝑡
𝐿 denotes the real value of lump-sum monetary transfers at time t and 

τ denotes the tax on nominal cash holdings held on from the previous period. 

Recall, that is has been already assumed that δ = 1. To simplify exposition 

further we assumed that τ = 1, i.e. we assume that cash holdings are 

completely taxed away after one period. Finally, the lump sum transfers 𝑚𝑡
𝐿 

are treated as given by a single consumer.  

The extended version of the model under the assumptions of δ = 1 and 

τ = 1 remains fully tractable along the intertemporal margin. Specifically, it 

is straightforward, as under rational expectations, as of period t the expected 

error is zero, i.e. 𝐸𝑡
𝑝𝑡+1

𝑝𝑡+1
𝑒 = 1 to show that the fraction of income saved in the 

form of physical capital each period is given by: 

 

𝑠𝑡 = 𝛼𝛽
𝑝𝑡

𝑝𝑡
𝑒. (33) 

 

In addition, efficiency requires that: 
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𝑀𝑡

𝑝𝑡
= 𝑐𝑡 −

𝜃

1+𝜂
𝑙𝑡
1+𝜂

, (34) 

 

where Mt denotes the nominal stock of money held at the end of period t. 

Moreover, in equilibrium it must be: 

 

𝜃𝑙𝑡
𝜂
=

𝑝𝑡

𝑝𝑡
𝑒

𝑤𝑡

𝑝𝑡
𝑤𝑡

𝑝𝑡
= 𝛷𝑡

𝜎𝑘𝑡
𝛼𝑙𝑡
1−𝛼

Φ𝑡 = 𝐵2(1 − 𝑏𝑎
𝑡 )𝑎𝜌𝑘𝑡

𝛼𝑙𝑡
1−𝛼

. (35) 

 

To complete the model let us assume that the process governing the 

evolution of the monetary variable over time takes the form 

 

𝑀𝑡 = (1 − 𝜏)𝑀𝑡−1 +𝑀𝑡
𝐿, (36) 

 

where 𝑀𝑡
𝐿 = (1 + 𝜆)(1 + 𝜈𝑡)𝑀𝑡−1 is the lump sum transfer of nominal cash 

at time t. The parameter λ is known and constant throughout all periods and 

given that τ = 1 reflects the average rate of money growth whereas νt is a 

mean-zero disturbance and is thought to represent shocks within the monetary 

transmission mechanism. The price expectations 𝑝𝑡
𝑒 held at the beginning of 

the period are rational in the following sense. Agents expect the price level to 

be equal to the value that would materialize if the shock νt was zero, i.e. agents 

simply expect the price to be equal to the value that would exist if the actual 

money stock was equal to its expected value. Given the specific price 

expectations the model can be solved for a given sequence of monetary 

shocks νt’s. 

Naturally, unlike in the previous section that dealt with shocks to θ it is 

very natural, within the present framework, to think of νt as of a common 

aggregate shock affecting all agents simultaneously. In fact the model is 

nearly, with the price expectation error affecting the saving ratio being the 

key difference, isomorphic to the version of the model presented in the 

previous section. Clearly, as the labor supply in equilibrium can be expressed 

as 𝜃𝑙𝑡
𝜂
=

𝑝𝑡

𝑝𝑡
𝑒

𝑤𝑡

𝑝𝑡
, monetary shocks leading to discrepancies between pt and 𝑝𝑡

𝑒 

influence, for a given value of the real wage, the labor supply as if the shocks 

were due to unpredictable changes in the preference parameter θ. Specifically, 

a positive innovation to money stock generates a positive price surprise and 

leads to an increase in the quantity of labor supplied. Higher quantity of labor 

supplied increases the likelihood of entry as labor becomes cheaper. This 

increases output and leads to expansion. The actual price level is determined 
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from the money demand equation (34). Obviously, monetary shocks are 

non-neutral and affect the equilibrium. This simple result must have been 

expected given the assumed informational lag within a single period of time. 

However, as noted earlier price expectation errors not only affect the actual 

quantity of labor supplied, but also influence the likelihoods of entry on the 

part of different producers. Specifically, the higher the quantity of labor 

supplied the lower the wage and the values of 𝑧𝑎
𝑡 ’s are lower. Increased entry 

on the part of producers changes the equilibrium value of Φt and consequently 

affect the measure value of the Solow residual. Figure 4 depicts the response 

of the Solow residual to a random draw of monetary shocks. 

 
Figure 4. Response of the Solow residual to a monetary shock. 

Source: own computation. 

 

Naturally, the model as such is purely illustrative. Nevertheless, it 

shows that in an environment with fixed technology frontier the measured 

value of the Solow residual can respond to monetary shocks. We want to 

emphasize that factors are fully employed and that the actual number of goods 

that are demanded in a given period is always constant.  

For completeness we note that the response of output to a monetary 

shock as well of the remaining key variables do correspond to output 

dynamics triggered by changes in θ as depicted in Figures 5 and 6. 
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Figure 5. Response of output to a monetary shock. 

Source: own computation. 

 

 
Figure 6. Response of key macroeconomic variables to monetary shocks. 

Source: own computation. 
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Naturally, unexpected changes in money supply introduce inertia into 

the model. Specifically, a negative innovation can cause a long lasting fall in 

output. See Figure 7. 

 
Figure 7. Response of output to monetary shocks. 

Source: own computation. 

 

6. Conclusions  

The paper studies the impact of micro-level informational 

imperfections on aggregate variables under the assumption of fixed costs. It 

turns out that assuming non-zero fixed cost to produce allows the economy to 

respond to shocks along the extensive margin. Should a negative shock affect 

the economy, some producers may find it optimal to suspend production and 

refrain from economic activity. Naturally, this simple mechanism generates 

welfare losses when shocks are present. The paper goes beyond that basic 

observation and notes that a rational decision to suspend production precludes 

individual market demands from being observed. Consequently, if, as 

assumed in the paper, individual market demands follow a stochastic process, 

a decision to suspend production imposes informational burden on the 

economy as rational inferences regarding the status of an individual demand 

must be made without observing its current state. This implies that confronted 

with inferior information economic agents make on average worse decisions 

as they are more likely to misallocate resources and the negative effects of 
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shocks can be long lasting even when the shocks themselves are just 

transitory.  

In addition, we note that in principle the functional forms of the 

microlevel and the aggregate production functions need not coincide and in 

our paper they do not. Consequently, an attempt to measure total factor 

productivity with simple fit of the micro-level production function into 

aggregate data can lead to spurious results and identify changes in the 

productivity of factors even when the production frontier is time invariant and 

factors are fully employed. In particular, we show, following the current 

operational methodology, that output growth and the measured TFP growth 

can co-move even though there are no technology shocks. Moreover, we 

extend the model and show that monetary disturbances can be a source of 

fluctuations in the measured value of the Solow residual.  
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Appendix A 

The purpose of this appendix is to provide some discussion of the 

equilibrium properties depending on the parameter values. Observe that the 

distribution of project types {𝑛𝑎
𝑡 }𝑎∈𝐴 in principle does affect the equilibrium. 

Specifically, it turns out that both the ρ moment and the -ρ moment of the 

distribution of project types do affect the equilibrium. Accordingly, let 𝐴′ =
{𝑎: 𝑏𝑎 > 0} and define: 

 

𝜇0
𝑡 = ∫ 𝑛𝑎

𝑡 𝑎0𝑑𝑎
𝑎∈𝐴′

𝜇𝜌
𝑡 = ∫ 𝑛𝑎

𝑡 𝑎𝜌𝑑𝑎
𝑎∈𝐴′

𝜇−𝜌
𝑡 = ∫ 𝑛𝑎

𝑡 𝑎−𝜌𝑑𝑎
𝑎∈𝐴′

. (37) 

 

Observe that equation (24) implies that the expression 𝜓𝑡 = (1 −
𝑏𝑎
𝑡 )𝑎𝜌 is identical for all 𝑎 ∈ 𝐴′. Consequently, we can express Φt as: 

 

Φ𝑡 = 𝑛
𝑐 + (1 − 2𝑔)𝜇−𝜌

𝑡 𝜓𝑡
2 + 2(𝑔 − 1)𝜇0

𝑡𝜓𝑡 + 𝜇𝜌
𝑡 , (38) 

 

and in equilibrium the following expression obtains: 

 

𝐵𝑘𝑡
𝜌1𝜓𝑡 = 𝛷𝑡

𝜌2, (39) 

 

where 𝐵 = 𝐵1𝐵2 =
1

𝐹
(
1−𝛼

𝜃
)

1−𝛼

𝜂+𝛼 (1 − 𝛾)𝛾
𝛾

1−𝛾, 𝑔 = 𝛾
𝛾

1−𝛾, 𝜌1 = 𝛼
1+𝜂

𝛼+𝜂
 and 𝜌2 =

1 −
1−𝛾

𝛾

1−𝛼

𝛼+𝜂
. Observe that ψt never falls below zero and never exceeds qρ. 

Moreover, the monopolists problem has a non-degenerate solutions for γ ∈ 

(0,1), i.e. g ∈ (e −1,1). As a result Φt decreases for ψt ∈ (0, qρ) when γ < ½ and 

can be either decreasing or have a local minimum for γ > ½ for ψt ∈ (0,qρ). 

Note that irrespective of the sign of ρ2 the higher the value of capital stock kt, 

the lower the value of ψt and, consequently, the larger the values of entry 

probabilities. Similarly, the influence of changes in θ on the entry 

probabilities is unambiguous. On the other hand the impact on ψt of the 

informational statistics 𝜇−𝜌
𝑡 ,  𝜇0

𝑡 ,  and 𝜇𝜌
𝑡  is ambiguous and it does depend on 

the sign of ρ2 and the sign of (1 − 2g).  

Observe that both functions y = xρ and y = x -ρ are convex, where 𝜌 =
1

1−𝛾
> 1. Any suspension of a project moves mass of the distribution of 

project types from the tails of the distribution of project types to the center. 
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Specifically, if at time t the fraction of suspended projects of type a increases 

by Δza then the number of projects of quality a1 falls by the amount 𝑎Δ𝑧𝑎𝑛𝑎
𝑡 , 

the number of projects of type 1 − a falls by the amount (1 − 𝑎)Δ𝑧𝑎𝑛𝑎
𝑡  and 

the number of projects of type a′ = aq + (1 − a)(1 − q) rises by the Δ𝑧𝑎𝑛𝑎
𝑡  

amount. Naturally, as both functions y = xρ and y = x -ρ are convex the ρ and  

-ρ moments of the distribution of project types do fall. This changes the shape 

of Φt.  

Observe that when ρ2 is positive6 at the margin, an increase in 𝑧𝑎
𝑡  leading 

to a simultaneous fall in 𝜇𝜌
𝑡+1 and 𝜇−𝜌

𝑡+1,  and 𝜇0
𝑡+1 unaffected shifts the right 

hand side of (39) down makes ψt smaller, i.e. entry probabilities larger. In this 

case an increase in the riskiness of the projects leads to increased entry, 

conditional on physical capital stock being constant, and additional factor 

misuse and further output drop. Naturally, in this case more information is 

revealed, conditional on physical capital stock being fixed, and informational 

capital is built up at a faster rate. Higher level of informational embodied in 

{𝑛𝑎
𝑡 }𝑎∈𝐴 increases this time the ρ and  -ρ moments and discourages entry. In 

turn there is less information revealed. Consequently, informational capital is 

built up at a lower pace. The process continues and in this case the economy 

returns to its original state. However, the approach path can be oscillatory 

when physical capital stock is relatively unimportant in the process of 

production since informational capital can overshoot its long-run value on the 

approach path. The situation is different when ρ2 is negative. In this case a 

marginal increase in 𝑧𝑎
𝑡  that lowers the values 𝜇𝜌

𝑡+1 and 𝜇−𝜌
𝑡+1, and leaves the 

value of 𝜇0
𝑡+1 unchanged, actually shifts the left hand side of (39) up, i.e. it 

rises the equilibrium value of ψt and makes the entry probabilities smaller 

additionally depressing informational capital formation. In this case the 

economy returns to its original position on a smooth approach path. Figure 8 

presents a number of cases. 

In this paper we focus on the latter case, i.e. we normally set the values 

of the underlying parameters in such a way so as to ensure that ρ2 is negative. 

Consequently, in our model the higher the average risk associated with the 

projects the less likely the producers are to enter and smaller factor misuse. 

This assumption dampens the oscillations along the approach path, but does 

not necessarily imply that the actual welfare costs are smaller.  

                                                   
6 The sign of  1−2g does not play an important role in the neighborhood of 0. 
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Figure 8. Time paths of the model parameters. 

Source: own computation. 

 
In summary, the model parameters do play a role for a very fundamental 

reason. Supply-side parameters such as α and η affect the relative importance 

of labor in the process of production and the labor supply. Real wage depends 



124    Maciej Konrad Dudek 

 

 

on the likelihood of entry. In particular, the higher the likelihood of entry the 

lower the real wage and the higher the labor supply, which makes entry 

additionally attractive. On the other hand the demand parameter γ defines the 

substitutability between intermediate goods. Consequently, it influences 

profits earned. In particular, additional entry can be welcome if new entrants 

create enough profits to generate additional demand for the existing firms. On 

the other hand it could be the case when the elasticity of substitution between 

intermediate goods is high that new entrants compete for the same demand 

and actually depress the value of per firm profits. Clearly, entry affects both 

the supply and the demand side and its overall impact on others depends on 

the parameter values. Consequently, changes in the ρ and the  -ρ moments of 

the distribution of project types can impact the entry probabilities in a number 

of ways. In this paper, we do assume that the parameters are such that the 

higher the riskiness of the projects the more reluctant the producers are to 

enter. 
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Appendix B 

The purpose of this appendix it to present a number of sensitivity tests 

with respect to the key parameters of the model. The figure below presents 

the reaction of output to a one-time shock to θ for the reference value of the 

underlying parameter (the solid line), and a 5% increase and a 5% decrease 

in the value of the underlying parameter (the broken lines). 

  
Source: own computation. 


