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Abstract

In the paper we investigate possibility of using tfiterbi paths to analyze
two-dimensional macroeconomic time series. We bailtvo-dimensional
Gaussian Markov-switching model with a four-statgéden Markov chain.
The model is tested with two pairs of monthly indexf industrial production
for: Poland vs. France, and Poland vs. Germanymdst likely sequence of
states of the hidden Markov chain is found for epain. We compare that
sequence with analogous sequences determinedfa-dimensional model
with a two-state hidden Markov chain. The resulthe comparison suggests
the four-state Viterbi path provides more valuabfermation about business
cycle synchronization between the two economies tilva separate two-state
Viterbi paths.
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1. Introduction

The paper proposes the so-called Viterbi pathsnalyae business cycle
synchronization. The Viterbi path is the most prdbasequence of a hidden
Markov chain in a Markov switching model (MS modaét)is widely used
for speech recognition and DNA analysis, but alnadstent in econometrics
despite its great usefulness in non-linear modeliffge advantage of the
proposed method is, among others, simple intenpoataf results. This is
important especially when a hidden Markov chain inase than two states.
The usefulness of the method for a business cyellysis has been confirmed
empirically in case of univariate time series (Bedelli & D¢dys, 2012). In
this paper we show that the Viterbi path can als@abraluable tool when
analyzing bivariate time series. We consider twoetiseries of the sold
industrial production index for two economies: ‘iked and ‘stronger’. The
states of the unobservable Markov chain reflechgka in business climate
in both economies. For this purpose we use a meidelfour hidden states.

This paper is organized as follows. In the secoextien the brief
history and literature overview is done. In therdhsection the theory of
switching Markov models, as well as the descriptbthe data used in the
study are presented. The results of the empiricalyais are given in the
fourth section. The paper ends with conclusions.

2. Markov switching models and the synchronization of the
business cycles

The application of Markov switching models to azayusiness cycles has
been long present in econometric modeling (Hamili®89). These models
are mainly used to determine the rates of growtto @letect business cycle
turning points. A variety of types of such modalsmpressive and concerns
both an observable and an unobservable componénbften assumed that
an observable component, roughly speaking, is gésekiby autoregressive
(AR) or vector autoregressive (VAR) processes Witie-varying parameters
(in these cases we say about MS-AR and MS-VAR edsgely).

The unobservable component can be either a homogsner
heterogeneous Markov chain. In the heterogeneasslogistic functions of
some exogenous variables are assumed to be toanpitbbabilities. Such
models are called the Markov switching models wiitie-varying transition
probabilities (MS-TVTP) (Moolman, 2004; Simpseah al, 2001). More
importantly, in vast majority of models two hiddetates are considered,
where the transition probabilities change in timeaat. In a natural way these
states correspond to two phases of a business &lmheever, in some studies
three states are considered. This aims to disshgua recession,
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post-recession rapid recovery and moderate growiidin, 1996), or
recession, normal growth and high-growth episodess(et al, 2004).

As mentioned, the turning points detection is ohih@ most important
applications of MS models in a business cycle aalyin general, the
identification of different phases of a businessleys provided by estimates
of filtered or smoothed probabilities (Chauvet &ridon, 2005). These
probabilities could also give a basis for an analy® business cycle
synchronization of different economies. One wagnike such a comparison
is fitting MS-AR models to data for each countrpaeately, estimating the
mentioned probabilities and inference using appat@r measures
(Smith & Summers, 2005). In some research, whichfasused on
determining a common business cycle, MS-VAR modets applied. An
interesting alternative is provided by MS-TVTP misdef the AR type. In
these models the observable component is assowvéted business cycle of
one economy, while the potential relation to bussnuctuations of another
economy is reflected in the unobservable comporMate specifically, the
transition probabilities of the hidden Markov cham such a model are
functions of the latter (Dufrénot & Keddad, 201Anhother approach to an
analysis of business cycle synchronization for & pheconomies is to
consider the bivariate observable component andhithden Markov chain
with four states reflecting economic climate in tbb@conomies (Phillips,
1991). In our study we use that approach.

3. Model description and data characteristics

In this paper we focus on the simplest kind of M&del. Namely, we deal
with conditionally independent observable variableish parameters of
distribution that are driven by a homogenous Markbain. More precisely,
we consider partially observable proce§€X;,Y;)}i=, satisfying the
following condition:

1. Unobservable componefik,};Z; is a homogenous Markov chain with
finite state spacSy.

2. Observable random variablés, Y,, ..., Y; given (X, X5, ..., X;) are
conditionally independent, and distribution Bf given this condition
depends only on the random variakle

Markov chain{X;};2, is called the hidden Markov chain. Models of
this type are known as hidden Markov models (HM#4)gd appeared in the
literature in the 1960s, that is much earlier tht@ first work of Hamilton

(Cappeéet al, 2005).
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One of the major issues in the application of M&sdollows. Having
information about the realization of observableatalesY; in some period of
time (say from 1 td), one could try to estimate the state of the uanizble
MC at fixed timet, wheret < T. The most common approach is to use the
smoothed probability:

w(i) =PX =iy =y, =y,...,Yr = yr) (1)

or the filtered probability:

fr() =PX, =ilY1 =y, =Y5,..,Y =) (2)

to deal with this problem.

There are several procedures for obtaining thesassnt of the state
of the hidden Markov chain at tinte which use estimates of filtered or
smoothed probabilities (Chauvet & Hamilton, 2005yéing & Pagan, 2002).
In the simplest casergmax w, (i) or argmax f; (i) gives this assessment.

Unfortunately, such ‘local decoding’ or ‘step-bygtdecoding- of the path
of the states of the hidden Markov chain may b#ectve, especially in the
case of larger state space. In this paper we uaéiexnative method to solve
this problem. Specifically, we look for the modtdiy path of MC in the

whole period covered in the analysis. Formally &pep we determine the
path(x;, x5, ..., x+) € ST such that:

P(Xy=x1,.Xr =x7lV1 =y1,...Yr =yr) =
max T{P(Xl = Xq, ...,XT = xT|Y1 = YVis -y YT = yT)} (3)

(X1,%2,..,XT)ES )

This most likely sequence is called the Viterbihpalfter Andrew
Viterbi, the author of the algorithm used to detearthe path.

For the estimation of the parameters of hidden kharknodels the
iterative Baum-Welch algorithm are used (Campéal, 2005). However,
results of this deterministic algorithm depend artial values of the
probabilities. Therefore, they may be far from opi. In order to increase
chances of finding the optimal solution, the caltioh can be repeated
several times for the same set of data and diftaretial values. This is
equivalent to performing a Monte Carlo simulatiéor eachk-state HMM
model preselecting of the following values is regdi

« initial distribution of an unobserved Markov chékparameters),

» transition probabilities of unobserved Markov chgiarameters
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(k? parameters),

* means and covariances of the conditional distmloutif an observed

variable in the given stateKparameters).

In this research the initial values were chosendoarly using
independent and identically distributed draws frothe univariate
distribution. The number of draws used for the paaters estimation of the
time series under the study varied between 10005800. The number of
draws depend on a number of HMM's states and theenoal stability of
computations.

The best estimates of parameters of models wergechwith selection
criteria which take into account the following indtors (Bernardelli, 2015;
Bernardelli & Dxdys, 2014):

« Akaike's information criterion (AIC),

« Bayesian information criterion (BIC),

 the log likelihood value,

» frequency of obtaining certain solution of the Bawmelch

algorithm (with an accuracy of one decimal place).

The HMM model, considered as the best for the @adr input data
set, was used to compute the most likely path wbastsists of the sequence
of states of MC (throughout the whole period undensideration). These
paths are outputs of the Viterbi algorithm (Cagpel, 2005). It is worth
noting that despite of the deterministic naturéath algorithms, the method
of ‘decoding’ states of unobserved MC as a whole &aon-deterministic
character.

In this paper we consider MS with observable vagidfy having
univariate or bivariate Gaussian conditional dosttion and two or four
hidden states. MS model with two unobservable stat use for modeling
univariate time series. In this cage= {0,1} and:

Yelx,=o~N (o, 00), Yilx,=1~N(U1,01), 4)

wherepu, < u;. State 0 corresponds to the periods of contractiod state
1 relates to the periods of expansion.

In order to capture possible interactions betwesrsf economies we
introduce a model similar to the model proposg@Pillips, 1991). We focus
on bivariate time series with components correspmndo individual
economies under the study. By considering the mddarkov chain with
state spacesy = {(0,0),(0,1),(1,0),(1,1)}, we expect that the state (0,0)
should relate to the periods in which both econgnaie in the contraction
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phase. The interpretation of other states shouldnadogous. In contrast to
the model presented in (Phillips, 1991) we constbersimplest MS model
with conditional Gaussian distributions. We putrestrictions on the vectors
of expected values of these distributions. In adidjtconclusions about the
possible interactions between economies are dravtheobasis of the Viterbi
paths, and not on the basis of the matrix of tteorsprobabilities.

In this paper we analyze the monthly index of indakproductior
(IIP) of Germany, France and Poland. The dataaert from the Eurostat
database, and the research covers the period fmooedy 2002 to January
2015. The percentage change compared to the sami mibthe previous
year was chosen as the unit. It helps to avoidss#tyeof seasonal adjustment
and possible problems that can be caused by suizh tdansformation
(Matas-Mir A.et al, 2008).

4. Results of empirical analysis

It is worth emphasizing that the Gaussian MS madel Viterbi paths could
not be treated as a universal tool for an analystame series. To examine
the effectiveness of the proposed method on datiruthe study, some
comparisons are made. First, we confront the Viteahs obtained for the
hidden MC with two states with the business cyalaihg points dated by
OECD on the basis of Composite Leading Index (Fagur-3).
Unfortunately, in the case of Germany (Figure 2) Brance (Figure 3)
the strong effects of the financial crisis in 2@b8rupted the decomposition.
Therefore, the decision was made to perform soowflsmoothing’ of the
time series data. This was done by a proportiomakase of the value of IIP
in relation to other crises in the years precedf8. The results of the
procedure are given in Figure 4 (Germany) and [igbr (France).
Transformed in such a way, time series were tagefufther analysis.

! More exactly, a percentage change compared tsaime period in the previous year (data
adjusted by working days, covering mining and qyiag, manufacturing, electricity, gas,
steam, air conditioning supply, and construction).

2 Accessed 23 November 2015.
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series.
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The results show that almost all turning pointseddiy the OECD are
reflected in the Viterbi paths. One turning poiatmissed in the path of
Poland, and two are missed in the case of Gernmfamy.all turning points
before 2008 are not present in the Viterbi patRaiind. In general, signals
about turning points appear in the Viterbi paththwiome delay. These lags
are equal to 2-8 months (Poland), 1-6 months (Geynar 1-14 months
(France). Only in the case of Poland and Germanyestirning points are
signaled by the Viterbi path in advance.

In this paper the business cycle analysis is choig only on the basis
of Viterbi paths. In order to examine an impactloed stronger economy on
the weaker economy, another kind of comparison made. Based on the
Viterbi path for one-dimensional series of IIP and state hidden Markov
chains, we constructed ‘compound paths’ as follo8tates 0 and 1 were
assigned in the case of consistent indications: ioth considered paths the
situation was identified as contraction, then m¢bnstructed compound path
the state was taken as 0. The procedure was analdgothe state 1: if there
is an agreement in each of two paths about expamsia particular period,
then in the compound path the state 1 was assusteid?s was introduced
to reflect an expansion phase of the weaker ecorammaiythe contraction
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phase of the stronger economy. Stitewvas established to describe the
opposite. The compound paths may give informatiomfthe business cycles
considered separately. These compound paths aghmdbackground of
paths determined on the basis of univariate mddelhe weaker economy
are shown in Figures 6 (Poland vs. Germany) arkRbia(d vs. France).

The main goal of the study was to explore applidgof the bivariate
HMM case to an analysis of business cycles syncration. Therefore, for
the decomposition of time series of pairs of comsd countries we used MS
model with four hidden states, which was introduicethe previous section.
For the clarity of the visualization of the Viterpaths, we renumbered the
states of the hidden Markov chain. State (0,0krsotied by 0, and state (1,1)
by 1. States (0,1) and (1,0) correspond to mid@ieess and>s. However the
results of estimation, especially for means of Gaunsdistribution, suggest
that interpretation of these middle states shoaldlightly different compared
to the original assumptions. In Figure 8 (Poland &ermany) and Figure 9
(Poland and France) the Viterbi paths obtainedieariate MS models are
shown against the weaker economies, while the gtmoreconomies are
presented as a background in the Figure 10 (Germang Figure 11
(France).

At least two comparisons should be discussed. Tt s the
confrontation of the results from models with twates and HMM with four
states (both compound paths and the Viterbi pathsvariate models). It
seems that the Viterbi path connected with 4-stadeels enrich inference
about business cycle turning points. Two middléestanay signal the turning
points. What is more, those signals seem to inglickarly the direction of
the change when the strongly linked economies@msidered (Germany and
Poland). It accounts for the usefulness of the nsodéh states extended to
more than two.

The resulting paths from the bivariate models akrercompound paths
are advantageous. They are definitely smoother umlly give signals
earlier than the analogous announcement in theesponding compound
path. They simply better reflect changes in theneowy.
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5. Conclusions

The results of the study suggest that the Vitedthe can be a valuable tool
for an analysis of bivariate time series whose camepts correspond to
macroeconomic time series of two interconnectechecoes. The method
was found useful for studying industrial productifrthe following pairs of
economies: Germany and Poland, and France andd?dlam-dimensional
Gaussian Markov switching models with four-statddein Markov chains
were used in the analysis. The Viterbi paths geaedray these models give
more valuable information in comparison to the pagiovided by the
separated models with univariate observable comyene
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