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Abstract
It is widely known that various sectors of an eaoganay react differently
to the business cycle, and, on the other hand, ay toe affected by
sector-specific shocks. Not much light has beenl sloefar on the impact of
the business cycle on the structure of an econamyice versaThis study
models and empirically tests the relationship, gisttata on the United
Kingdom economy, 1963Q1-2011Q4. The structure @& #tonomy is
analyzed taking into account gross value addedeamployment in NACE
Revl.1 sections (6-branch division). Gross valuéeddis additionally
analyzed from the expenditure point of view. Thehserved component
model and SVAR/SVEC models are used. The busingds ¢s found to
influence and be influenced by the structure oféabenomy. Some effects
may persist longer than one cycle, affecting tingoun path of the economy.
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1. Introduction

Business cycles are commonly viewed as short-mugetifations around the
trend, lasting 1.5-8 years (Baxter and King, 19@8) the other hand, changes
to potential GDP or natural unemployment etc. ameswered as changes in
the long-run trend. Such business cycles are catflediation cycles
(Zarnowitz & Ozyildirim, 2006) or growth cycles (kiz, 1969). They can be
extracted with the use afl hocfilters or unobserved component models (see
e.g. Mills 2003). However, both short-run and long- fluctuations may
interfere with each other. This is the case of sitad cycles (Burns
& Mitchell, 1946), which are analyzed without pridetrending, and are
longer and more profound than the growth cyclesyTdre carefully dated
mainly by the National Bureau of Economic Researmhd follow the
definition of recession being ‘a significant deelim activity spread across
the economy, lasting more than a few months, \@sibindustrial production,
employment, real income, and wholesale-retail trddsamer, 2008). Severe
recessions or crises may have long-lasting inflaesrc the real economy in
addition to having an impact on its structure. Tiyjze of a business cycle
more accurately corresponds to the real busineds ¢RBC) endogenous
short-run fluctuations in which the trend and tiiele are caused by the same
factors and may possibly influence each other ésgeFukuda, 2008). Not
only recessions may have a severe impact on theoeog as steep
expansions may cause faster capital accumulagehnblogy improvement
or labor force changes which raises the long-remdr These factors may also
cause changes in the structure of an economy ikages in the propensity
to invest and consume, the labor force participatate and, eventually, shifts
in the sectoral contribution to GDP and employm&noich changes can also
be effected by the fact that various sectors ofdéb@nomy are leading or
lagging.

There have been numerous analyses of business dydléhe question
remains open as to the effects they have on thetste of an economy. This
article raises the following question: Is there amjation between the
business cycle and changes in the structure od¢baomy? To answer this
guestion the United Kingdom economy is analyzed tie period
1963Q1-2011Q4. The structure of the economy isepitesl in two areas:
gross value added and employment distributed atupitd NACE Revl.1l
sections (6 branches). Gross value added is addilyoanalyzed from the
expenditure point of view. The interdependencecohemic fluctuations and
structural changes is tested and modeled. The pmgtuctured as follows.
Section | contains literature review. Modeling stggy is explained in Section
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II. In Section Ill data and limitations of the aysik are presented. Section IV
follows with discussion of the results, and Sectbfinally concludes.

2. Literature review

Real business cycle models, while typically assgrhiomogenous sectors of
the economy, pose strong cyclical comovement betwieem (Hornstein,

2000). Long and Plosser (1983) demonstrate thatrusthndard RBC

assumptions comovement between sectors is a resihe propagation

mechanism (decision rules and production technglogpt a common

(serially correlated) shock or shocks. However, ék@l§2005) claims that

‘comovement properties of business cycle modelsamreamportant, but

under-researched, topic in macroeconomics’. Newataoist models account
for the heterogeneity of production and servicaae@lexopoulos, 2007).

According to the Austrian economists, the hetereggrof the economy is

an important factor behind the cyclicality of intregnts (see e.g. Mulligan,
2002). The sectoral heterogeneity due to diffesestoral marginal costs and
relative prices is one of the challenges faced bwMeynesian economists
in achieving a better explanation for the busirmsde (Saroliya, 2007). As
a matter of fact, the majority of New Keynesianlgses found heterogeneity
in price durations across sectors and types of g¢@dli, 2008).

There are various empirical analyses of the cyiycaf economies
from the expenditure point of view. Lucas (1977pwh that production of
(producer and consumer) durable goods is more ill#han that of
nondurable goods, agriculture exhibits less vaatycles, and business
profits are more procyclical than other profits. rhfstein and Praschnik
(1997) and Tang (2007) confirm the result of highelatility of cyclical
fluctuations for the durable goods sector thanribedurable goods sector,
and found it also for employment. Kydland and Po#sd 990) report that in
the US economy during the period 1954-1989, consiem@and investments
were coincident with GNP, with higher correlatiogtween investments and
GNP. They also found that exports were lagging raonderately correlated,
and that imports were coincident and highly coteslawith GNP. Both
consumer durable and nondurable products as welsemgices were
procyclical, with the exception of acyclical goverant purchases. They did
not find, however, any appealing differences indi€elicality of these types
of goods. Inventories were less correlated with GiR&n fixed capital
investment. Burda and Wyplosz (2000) find importipgpcyclical, and
government consumption acyclical. Backetsal (1992) and Backus and
Kehoe (1992) find that consumption of nondurabledgois approximately
0.5 less volatile than output. They also obserygh#} countercyclical
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behavior of net exports. According to them, it iginly expenditure of

durables that increases the volatility of consuopt- without them, the

cyclicality is of even lower amplitude. BlackburndaRavn (1992) confirm

the results for the types of goods for the UK eecopoCanova (1998) uses
different methods to check the volatility of congatran and investment, and
finds that the cyclical component of the formeraots for 34%-98% of

output variability, and for the latter the figure 216%-672%. He also
demonstrates that if a cyclical shock to US GNRuoxdt affects investments
and consumption at approximately the same time ag@in, investments are
much more volatile. Perez (2001) concludes thatmajor European

economies exports are procyclical and coinciderd,ies cyclical component
is more volatile than output (by 1.7 to 3 timesh@g. He also finds industrial
production to be strongly procyclical, coincidentanore volatile than GDP.
Its cyclical component accounts for 1.7-2.8 timgghar amplitude than that
of output. He notes that the service sector is nstable than the industrial
sector. Montgomery (2006) analyzes the lagged respmf investment

spending to changes in its determinants and exglainy the heterogeneity
of capital goods.

Going deeper into the sectoral breakdown of an@mgnwe know that
the majority of business sectors are synchronizedrbss value added and
employment over the business cycle, but their pebdity exhibits weak
correlation. This phenomenon is called a comovermentle (Veldkamp and
Wolfers 2007). Shea (2002) and Basual (2006) find that in the US
economy the majority of aggregate output fluctuadics a result of industry
comovement, while the rest is due to changes &t tattor productivity. The
importance of sector-specific shocks is underlibgdstockman (1988) and
Durlauf (1989). The latter argues that technoldgstencks may not be the
same in all sectors. Engle and Issler (1995) shaw dectoral cycles in the
US economy are almost identical in timing and seéemshare a common
component. However, business cycles generatingitoam shocks are the
most important for manufacturing and trade. CamofaP97) studies UK
sectoral shocks, and finds limited evidence forimpact of asymmetric
shocks, although sufficient evidence is found toe tmpact of aggregate
shocks on the sectors of the economy. Hughes (18B@ys various
industries exhibit different behavior in the busiseycle. Harvey and Mills
(2002) analyze UK sectoral output, and find siguifit transitory shocks in
manufacturing and construction and prevalent peem@anshocks in
agriculture and services. They also note that nentufing and the sectors of
electricity, gas and water supply are cyclicallyincaent, services are
characterized by cycles with a significantly smallemplitude, and



The UK business cycle and the structure of the economy 71

construction and agriculture cycles differ sigrafitly from the others. The
cycles of mining and quarrying and, to a lessere®gagriculture, behave
countercyclically and exhibit large amplitude. Sasdfor Korea confirm the
general findings for other countries that manufacty is leading in the
business cycle, especially in heavy and chemiaistries (Yang & Kim
2005). Skrzypcziyska (2012) points that the patterns of the secty@es in
Poland differ from each other. Pater (2011) shdves émployment lags in
comparison to GDP.

Cheung and Westermann (2003) reach inconclusiveltsesn the
interactions between various sectors of the Gemecanomy in the short and
long run. Using seasonally adjusted time series;, fimd the limited long-run
relationship between the output of manufacturinignimg and agriculture and
GDP, and considerable evidence of short-run intenag. In the case of
seasonally unadjusted time series, they preserie qupposite findings.
Eickmeier (2007) indicates sectoral transitionsMeen cyclical fluctuations
across countries, with the examples of the USAG@ednany. Cheng (2011)
finds evidence that the new-firm formation rate rotree business cycle is
different across states and sectors in the USA tlaaidin the US economy
the national share of new firms is the highesicbmparison to the regional
one), implying that the business cycle may be tég flactor behind firm
formation. However, the latter conclusion was no¢ tase of the UK
economy (see Ashcradt al, 1991). Buch and Lipponer (2005) find different,
for the most part negative, effects of the worlgibass cycle on German
sectors. Mulligan (2002) analyzes the relationdieépveen employment in
production sectors and government security inteegss in the US economy.
He observes different reactions of employment iffeddnt stages of
production: a positive relationship between interestes and sectors
representing the late stage of production (couptdoal sectors), and
a negative relation for the early stage of produrctsectors (procyclical
sectors). Cubaddet al (2002) find long-run relationships between sorhe o
sectors of the ltalian economy, hence challengihgRBC assumption of
independent sectoral productivity shocks. They find/ever weak evidence
of any short-run relationships. Liu and Spector O&0 argue that
non-production employment changes lag over thenlessi cycle, and its
amplitude is smaller than in the case of productworkers. Finally,
Jaimovich and Siu (2012) indicate the direct immddiusiness cycle phases,
i.e. recession and jobless recoveries, on thetateliof the labor market, i.e.
job polarization. This is a visible example for timportance of the
relationship between the business cycle and thestane of an economy.
Recent studies by Burren and Neusser (2013) coadhat approximately
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30% of the decline in US GDP volatility observedothe period 1949-2005
was due to the shift of production to services.sTimdicates a relation
between business cycle properties and long-runisgchifts.

It may therefore seem that much has been said ahewlyclicality of
sectors of an economy. It is not however clear timbusiness cycle affects
its structure. This article is aimed to analyzengfes of the structure of an
economy over the business cycle, their causes Hadt® In this article
testing and modelling procedures are applied whee some advantages
over more populaad hocfiltering techniques.

3. Modelling strategy

To analyze the dynamic relationship between thenkgs cycle and the
structure of the UK economy, a vector autoregresf®AR) model is used
which takes the following reduced form:

] =0+ i“f a ]+ oe+ ] M
i=1

whereY; is a vector ol — 1 shares of components of GDP or employment
(the main components of GDP are determined by perediture category or
NACE branches, and employment components are dietetrnby the NACE
branches)y is a deterministic terms vectotis a vector of deterministic trend
components, whilel; andD are matrices of parameters of endogenous and
time trend variables, respectively, and is ann-dimensional zero-mean
process with positive and definite covariance matyj. The purpose of the
deterministic trend component is to test whethagioun changes occurred
in the structure of the UK economy. Because ondifigary time series
should remain in the model (1), it is impossiblénicude a stochastic trehd

Y, IS an unobserved business cycle estimated witlugkeof an unobserved
components model in the form (Harvey, 1989):

Ve=Ue +Pe+&,  &~N(O,08),t=1,..,T, (2.1)

wherey; is UK GDP,u; is a local linear trend consisting of a stochdstiel
and a slope (drift) of a signal, and representiegstochastic long-run trend:

! Constructing a VAR model with non-stationary tisegies causes serious problems because
of the unit roots they contain. The most appropratuation seems to be when there are as
many cointegrating vectors as endogenous variabtbg system (see Seddigttial, 2000).
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e = pe—g + Beor + 1, 1e~N(0, U;?) (2.2)
Bt = Be-1+ e, §t~N(O, Ugg): (2.3)
andy, is a stochastic cycle:
z/)t] _ [ cos A, sinlc] l/)t_l] + [Kt] (2.4)
Yl Pl-sinA, cosA.) ;4 kil

In the above model, the irregulgy, leveln, and slop€; disturbances
are mutually independent, andx; are also mutually independent Gaussian
white-noise disturbances with zero means and conwaoiances?. 1. is
a cycle frequency in radians with a perio@of 1., andp is a damping factor,
for which higher values represent the sharper specpeak of the cycle.
With p # 1 ando? # 0, the cycle is stochastic with a changing amplitude
and phase. The goodness of fit of the unobservatponents models was
evaluated on the basis of prediction error varianmbtheR? coefficient. The
former is the variance of one-step-ahead prediatimars measured in the
steady state. The latter is a variant of the coleffit of determination and
informs how much information is gained by the moaelcomparison to
a random walk (in the case of a random walk m&gek 0).

According to the frequency response function, teretor (2.4) is
much more accurate in business cycle extraction tha differences of
logarithms of GDP (Harvey, 1989)Ad hoc filters such as the
Hodrick-Prescott (HP), Baxter-King (BK) or ChrigtiaFitzgerald (CF)
filters can also be applied to extract short- amyirun components of UK
GDP. However, it is not recommended if the compongrthen used for
further modeling, as it does not give any inforraton statistical inference.

The analysis is performed on seasonally adjusteal da build model
(1), a sequential testing procedure is used. Tgenaated Dickey-Fuller test
with GLS detrending (ADF-GLS) is used to test fbe tunit roots in time
series, while the KPSS test is applied to tessfationarity and confirm the
results of the previous test. Both tests are saitbive more power than the
traditional augmented Dickey-Fuller test. The awtimlag-length selection
procedure for the ADF-GLS test is applied. The llngth depends on the
significance of the last lag. Lag truncation foe tiPSS test is 4. Because the
article addresses the structure of the econong/citucial to test for possible
structural breaks. As Perron (1989) states, they osase a bias in the
standard unit root tests toward the acceptancéefuhit root hypothesis.
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Similar to the suggestions in Perron (1997), thtgees of exogenous
structural breaks in every time series are testedevel change, slope change
and additive outlier. The Saikkonen and Liutkep@@02) and Lannet al
(2002) tests are used to confirm the hypothessswofit root in the case of the
variables thus far found to be non-stationary inicwhthe intervention
analysis indicated a structural break. In the cds®n-stationary time series,
the Johansen trace test is used to test for a nuohlseintegrating relations.
This gives a model that is a kind of a VAR modeldiffierences, a vector
error correction (VEC) model on differences and&Rvmodel on levels (see
Seddighiet al, 2000). Next, information criteria are used tomate the
optimal endogenous variables lag length

One way to include the non-stationary and cointeglraariables in the
model is a VEC model developed by Litkepohl (20G5% of the form:

)¢
AY, ] t-1 p-1 [AY: g Uyt
] =T s 2y o] @)
Ft—l
wherell = Y0 _ Ay — I, T, = =X1_, . A, 1 = af’, ais a loading matrix,

f is a cointegrating matrix, and both matrices haxedimentions withr as
the cointegrating rank, anfd_, is a vector of deterministic variables in the
cointegrating equation, which may consist of admgend and a constant.
7, I, IT andE are parameter matrices.

In the VAR or VEC model building causality testsajgplied to reveal
instantaneous as well as lagged dependence. Tws tffcausality are tested:
the instantaneous as well as Granger-causality, thé use of the methods
proposed by Toda and Yamamoto (1995) as well aadaoand Lutkepohl
(1996). The results not only reveal informationtbe dependence between
the business cycle and the structure of the UK @xgn but also are used to
impose specific instantaneous and long-run restnst on the structural
matrices of the models.

The structural restrictions imposed on the modets lmsed on the
Blanchard and Quah (1989) and Lutkepohl (2005) oush As main
emphasis has been put to short-run analysis, longestrictions are mostly
used to identify models, with some noticeable ekoep. It assures that the
short-run analysis is not biased by any assumptidhe innovation to the
cyclical component of GDP in every model is intetpd as ‘pure’ cyclical
shock. Innovations to the shares of GDP or employraee interpreted as
sectoral shocks.
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4, Data

The data come from the Eurostat database. Quai@ly for the period
1963Q1-2011Q4 and its components are taken asrsdbisadjusted and
adjusted by working days given in millions of poanth chain-linked
volumes. The structure of the economy is analyaé@o areas: goods market
and labor market. The demand side of the goods ehdmeaks down into
final consumption expenditure, gross capital fororgt and exports and
imports of goods and services. The supply sideategorized by NACE
Revl.1 sections into:

— agriculture and fishing,

— industry (except construction),

— construction,

- wholesale and retail trade,

— hotels and restaurants and transport,

- financial intermediation and real estate,

— public administration and community services, and

activities of households.

The reference years are 2005 and 2000 for the dearahsupply time
series, respectively. The labor market is addressestd on the NACE
Revl.1 sections too. To analyze the structure@éttonomy, not the level of
variables, all components of GDP and employmenttamesformed into
percentages.

The results of unit root and stationarity testspldiged in Table 1
indicate that GDP and nearly all of its componets|(1). There are some
differences in the results of both tests that negai comment. The KPSS
stationarity test indicates that the shares of egmpént and gross value added
in public administration are trend-stationary. Aating to the ADF-GLS test
they have unit roots. The standard ADF test corffitimat the former is
a trend-stationary 1(0) process and the latternemstationary 1(1) process.
This test also confirms the results of the KPSS, tes contrast to the
ADF-GLS test, that consumption expenditure as aqrgage of GDP is
stationary. In addition, the KPSS test resultsicaithg that the percentage of
employment in construction is I(1), is also con#unby the standard ADF
test. All non-stationary time series prove to haxe unit root, i.e. to be 1(1)
processes according to the KPSS test. HoweveADeGLS test states that
some of them, including GDP, have more than oné neot, although the
ADF test does not confirm this, indicating @n= 1% that all of the
problematic time series are 1(1). Moreover, chegkfor 1(2) also fails,
indicating integration of a higher order. This ieaage as, since the work of
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Dickey and Fuller (1979), it has been widely acedpghat GDP has one unit
root. Our result could be due to the occurrencstmictural breaks. Having
accounted for a structural break in 1973Q1 (see &éxtion 5), GDP proves
to be 1(1). In the case of other variables, acaogrfor a structural break do
not change the result of the test, although in ¢hee of expenditure

components of GDP the test indicates this breakaigstically significant.

Table 1. Unit root and stationarity tests.

Time Test statistic Level of
series ADF-GLS ADF-GLS KPSS KPSS Level shift integrati
HoY~I(1) HodY=I(1) HoY~I(0) HedY=1(0) HoY~I(1) on
GDP 1.43 -0.280F 3.90 0.19* -0.64 I(2)
Cycle -6.43%+ - 0.05* - - 1(0)
Gconsumption '0.6fDF '033 014* - - I(O)
-2.70*
. - - DF *

Geapital 0.34 0.20" 1.42 0.08 @orz0ny 'O
Gforeign trade '157 '113ADF 207 007* '170 I(l)
Gagriculturc -0.37 -2.45** 2.15 0.14* -0.63 (1)
Gindusty 3.09 -3.97%* 3.07 0.35* 0.54 I(1)
Gconstruction 013 '093ADF 221 014* '246 I(l)
Grade 1.05 -3.52%* 3.07 0.25* 0.21 I(1)
Ghnanci 2.37 -1.66* 3.24 0.22* 0.99 (1)
services

Gpeblic 0.23DF(*1) 4. 26%** 0.15**t - - |(0)t
services

L agricutture -0.32 -1.02*0F 2.40 0.19* -0.56 (1)
Lindustry 0.14 -2.65%** 2.53 0.69*** -2.35 (1)

-2.29* ADF *

Lconstruction non - 076 013 '254 I(l)
Ltrade -0.29 -8.32%** 1.84 0.73*** -1.04 (1)
L inanciel 026  -1.89* 2.62 0.37%* 189 (1)
services

L pubic 168  -2.90%*  0.16" : 044 I(1)

services

G - gross value added; L — employment; *** statignat p=0.01; ** stationary at p=0.05;
*stationary at p=0.10;- trend-stationary**"— Hp accepted in the ADF te$€" — H, rejected
in the ADF test with p<0.02;concerns (details) the superscript given befagetirenthesis.

Having confirmed the non-stationarity of almostdadlthe percentages,
it seems obvious that the UK economy has stronghved since the 1960s.
During this time, its structure changed in a steticananner and persistently,
i.e. the long-run trend could have affected thiscttre.



The UK business cycle and the structure of the economy 77

5. Discussion of results

By looking at the structure of the UK economy WNBER recessions
(contractions) in the background (Figures 1), we ftertain regularities. The
majority of them are known asylized factsRecession was almost always
accompanied by a decrease in the share of grogsldapmation in GDP,
with the exception of the beginning of the 1970%wit slightly increased.
In the mid-1970s it decreased by 3.9 percentagegand in the beginning
of 1980 by 2 pps. In the next more than 20 yeagdrtipact of recession on
capital formation decreased to below 1 pps. In26@8-2009 recession it
decreased again by 4 pps. In addition, to the Inéggnof the 1970s the share
of consumption expenditures increased almost ptigmately to the decrease
in the share of capital formation during the newb recessions. During the
1980s and 1990s it changed only slightly, whilemyithe 2000s it increased
again — by 1.2 and 2.5 pps, respectively. The shfarade balance increased
during the recessions in the mid-1970s, early 1880s1990s, but the growth
became smaller. During the 2008-2009 recessionciteased by 1.5 pps,
similar to the mid-1970s. During the early 1970 $econd recession of the
1980s and the early 2000s, it decreased.

100% A
80% _\WMM/WM
60%

40% -

20% -

.o
..................
.................
.................................................
.....

0% -~ ISP SN L NP S mmawmwn

1990Q1
1991Q3
1993Q1
1994Q3

-20% &
-

contraction Final consumption expenditure
--------- Gross capital formation ====-Trade balance

Figure 1. The UK expenditure structure and the NBBRtractions.

As for the output structure, the share of industrgross value added
was found to be the most procyclical and largelipssituted by public
services, which appeared to be clearly countercgic(Figure 2). The share
of trade in GVA was slightly less procyclical, waithe share of financial
services held its position during recessions, bé#sg countercyclical than
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public services. The changes of the shares of indasd public services in
GVA were the highest during the 1970s, and therewenstantly decreasing,
reaching the minimum during the 1990s, and agatneasing during the
2000s. These sectors again became more cyclicalgdine last recession. In
the case of trade and financial services such aeglevas not found, and the
cyclicality of the shares decreased in the begoithe 1970s. The share
of agriculture changed over the business cycle sindjtly, showing no sign
of the cyclicality.

40% -
35% -
30% -
25%
20% -
15% -
10% -
5% -

0%

contraction — e Aoriculure = = = |ndustry

— = Construction = ===== Financial services  seeeseees Public services
Trade

Figure 2. The UK output structure (by GVA) and MBER contractions.

Raw data do not give any clear indication as tangka of the share of
employment across branches of economic activity dve business cycle
(see Figure 3). The share of employment in thestrigidfell over the years,
and the importance of financial services grew. &hisralso an apparent
growth of the share of public services, which digantly increased during
the 2008-2009 recession, while the employment sbérthe rest of the
branches in GVA decreased (with agriculture belegdnly exception).

The above picture of the structure of the UK econayives only
a general idea of the impact of recessions, iassotal cycles. In the next
step, growth cycles were extracted with the us®Kffilter. Correlation
coefficients between the cyclical components ofsgrealue added (GVA)
and employment in sectors did not give any indosatf possible leads or
lags between them.
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Figure 3. The UK output structure (by employmentjd athe NBER
contractions.

In the first step of the modeling procedure thelicgt component of
the UK GDP must be extracted. Because it is I(Ddeh (2.1) in the general
case, i.e. with a stochastic level, slope and ¢ys#ems to be appropriate.
However, several restrictions as well as extensians also tested.
Autoregressive terms are statistically highly imsiigant. Higher orders of
the slope and cycle are also rejected as insigmfiand redundant. Hence,
the intervention testing procedure is applied. Theults reveal a few
statistically significant additive outliers carlevel breaks. A general-to-
-specific procedure is applied to find the mostahle interventions. The
goodness of fit of Models A-D is compared in Table

Table 2. Comparison of the unobserved componentelnof UK GDP.

Prediction
Model  Log-lik. error AIC BIC R} H(h)  Q(p,q)
variance
Model A 901.12 9.49e-5 -9.20 -9.10 0.04 0.22 10.67
Model B 914.89 9.05e-5 -9.23 -9.10 0.08 0.28 10.05
Model C 900.56 9.56e-5 -9.19 -9.09 0.03 0.20 10.53
ModelD 914.71 7.43e-5 -943 -9.29 0.25 0.27 10.05
Notes: model A: local linear trend with stochasticle; model B: local linear trend with
stochastic cycle and interventions; model C: smahd with stochastic cycle; model D:
smooth trend with stochastic cycle and interverstiofior models A and C, the H(22)
heteroscedasticity test critical valuds2.05 atp=0.05, and for models B and D, the H(21)
is F=2.08. Box-Ljung Q(12. 9) serial correlation testical valuey2=16.92 ap=0.05.
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None of the models exhibit serial autocorrelatind beteroscedasticity
of residuals. In all of the models, the standBfdcoefficient is nearly 1.
Models B and D seem the most appropriate accortbinipg-likelihood,
prediction error variance. Both information crieeAlC and BIC confirm that
the best is Model D. In addition, ttR§, coefficient is the highest in this
model. Based on this, the Model D estimates obtisness cycle are chosen
as the most appropriate.

Model A exhibits a 5.15-year cycle (Cycle 1) witkdquency 0.31. The
coefficient of determination recommended for UCM dals by Harvey
(1989, chap. 5R% = 0.04 indicates that this model is only slightly bettean
a random walk with drift, a basic model describ@QP. The damping factor
of the cycle equals 0.98, which means that itaselto a deterministic cycle
(Figure 4). The amplitude of the cycle was considbr higher during the
period 1960-1985 than later. In the beginning &R became smaller until
the period 2007-2011, the period of the pre-ciegidical peak. In 2012Q1
the amplitude of the cycle was 9.26e-4. The esgrthatariance for the
cyclical disturbance was 4.25e-6, while the varganf the irregular was
6.70e-6.
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Figure 4. The cyclical component of the UK GDP adoty to four
unobserved components models.

In Model B interventions are tested and modeledaly, two
statistically significant level changes are accepfEhe level increases in
1973Q1 and decreases in 1979Q2. It was a peritdgbfvolatility for the
UK cycles. The amplitude of Cycle 2 from Model Bsimaller than Cycle 1
during the years 1960-2000. In the beginning of(R@0became higher,
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suggesting a higher volatility of the 2007-200%isriand pre-crisis period of
expansion. The amplitude of the cycle in 2012Qlatsi0.01. The variance
of cyclical disturbance was, however, two timesheig exceeding the
variance of the irregular component. The periogioitthe cycle was found
to be a little longer, equaling 5.43 years (0.29r@guency units), and the
cycle became more irregular and less determinj@timping factor = 0.97).

Of all possible restrictions, the best result® given by imposing
a,? = 0 and a smooth trend with the stochastic cycle (M@dand its variant
— Model D — with two interventions introduced inktodel B). For both
models, the cyclical component is longer than faxdels A and B, lasting
6.02 (0.26 in frequency units) for Cycle 3 and 6y8ars (0.25 in frequency
units) for Cycle 4. They are also less deterministith damping factors of
0.92 for Model C and 0.93 for Model D. The cycléshe 1970s are found to
be very volatile according to these models. Théawae of disturbance of the
cycle is the highest of all of the variances of poment disturbances in both
models. For Model C it equaled 4.01e-5; for ModeB.R22e-5. In the final
period of estimation, 2012Q1, the amplitudes of ¢hele are 6.87e-3 and
7.28e-3, respectively.
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BK cycle: lag truncation = 12, period = 8-32 queste

HP cycle:l = 1600
CF cycle: asymmetric, GDP assumed I(1) with dpifitiod = 8-32 quarters.

Figure 4. The cyclical component of the UK GDP: @yt andad hocfilters.
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Cycle 4 can be compared to the most commonly askedocfilter
estimates. Figure 5 shows that all of the cyclcathponents are quite similar.
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In comparison to the HP cycle, the unobserved carapis cycle is slightly
less volatile. The BK and CF estimates are smoptheugh similar.

In the second step, three models of type (1) oca@)uilt. To estimate
the models one sectoral share must be dropped. trerfirst model trade
balance is dropped, because its relation with tleness cycle significantly
varies in time. During some periods it is positivehile during others —
negative. It would require a non-linear model tea#e such behavior. From
the second and third models agriculture is excluaked non-cyclical sector.
In the case of the model of the expenditure appréiodel 1A), according
to the Johansen trace test, all null hypothesesegreted (see Table 3). This
indicates that the VAR model on levels would berappate, which confirms
the previous tests, as all the variables are siatyo In Model 1B only Cycle 4
and Loubiic senvicesare stationary. The cointegration test indicates, twith
a model including a deterministic trend, there @ stochastic long-run
relationship (between the structure of the econamy the business cycle).
In Model 1C all variables, with the exception o tbstimator of the business
cycle, are 1(1), and the Johansen trace test itedicthe existence of two
cointegrating vectors.

Table 3. Johansen trace test for cointegratioriteesu

Model Alc Bic Det  RankO(H)  Rank1(h) Rank2 ()

var. [p-value] [p-value] [p-value]
Model 1A 2 2 igr;thtl [oégblc?l] [02.86273] [0.76c2>;o1
Model1B 2 1 constt [é%zigg] [0%22495] [0%70515]
Model1C 21 constt [cl)%%gg] [0?3'53202] [0%260662]

Model 1A: Gapitar Geonsumption Cycle 4

Model 1B: Cycle 4, Gaustry Ginancial services Gpublic services Geonstruction Grrade
Model 1C: Lindustry, Liinancial services Lpublic services Lconstruction Ltrada CyC|e 4.

In Model 1A, for all instantaneous and lagged typiehe causality test,
HO stating that there is no causality is rejecligulis, the test results do not
give any indication of possible structural restons. According to the
autoregressive part of the model or the model m bduced form, the
business cycle has statistically significant infloe on both the capital and
consumption to GDP ratios up to th& Bag. In addition, both ratios have
a significant impact on the cyclical fluctuations@DP. The deterministic
linear trend does not have a significant impacthensystem. Thus, a visible
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direction cannot be determined for the changefénviariables during the
period.

The innovation to the cyclical component of GDPteipreted as
a business cycle shock, resulted in a rise intiaeesof investments and a fall
in the share of consumption. This is understandadtause investments are
strongly procyclical and consumption is less prdicgt. Thus, the structure
of the economy changed in favor of capital overntusiness cycle. However,
the reaction of the share of investments and copsam was not
instantaneous. It occurred with one-quarter lage €ffects of the shock
started to expire after 3 quarters, and after § toenpletely died out (Figure
5). These effects accounted for 4% of the variaigavestments and 2% of
the variance of consumption.

5%

4% & i i
4% 4% 4% 4% 4%
3%
3% 3% 3%
2% & & A
29% 2% 2% 2% 2%
1%
1% 1% 1% —f—capital —&—consumption
0%

1 2 3 4 8 12

forecast horizon

Figure 5. Influence of the business cycle on theanae of investments and
consumption.

The changes in the share of investments instantigheand positively
affected the business cycle. The share of consompfifected the business
cycle less visibly and negatively but still inst@ameously (Figure 6). The
effects of the innovation to the share of investtmam the business cycle
lasted approximately 8 quarters, and the effectaradvation to the share of
consumption were expiring very slowly and completedied out after
approximately 28 quarters. Therefore, the defitiheestments in relation to
consumption over the business cycle can have lasiiag negative effects.
The capital share had significant meaning for thusiess cycle, as it
accounted for approximately one-third of the fostaaror variance of the
business cycle, with the weakest impact in the Grgarter after the shock.
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The consumption share had some meaning only ifirdtequarter after the
shock; then, the influence was marginal.

100%
90%
80%

70% 59% 61% 63% 63% 64% 63%
60% aggregate
50%

) consumption
40% .
30% 12% 6% 4% 3% 4% 5% capital

0,
22;’ 9% 33% 33% 33% 32% 32%
10%

0%

1 2 3 4 8 12 forecast horizon

Figure 6. Variance decomposition of the businestedypy expenditure type).

Next, VAR(2) Model 1B is built on first differencélag 2 indicates the
majority of the information criteria). An instantwus causality test indicates
a relationship between all of the variables indpgtem. However, the shares
of all analyzed branches of the economy do not @gacause the others, that
is, if the lagged relations are taken into accoOmiy the cyclical component
influences all of them. Having imposed some exolugiestrictions in the
reduced form, the model is estimated.

The impact of cyclical fluctuations on the systemmned out to be
significant for the most part in the short-run. Tdyelical shock affected the
share of GVA in construction and financial servisasultaneously. The
effects on construction were the strongest aftpuatters, and then they died
out very slowly (Figure 7). This may indicate tkia¢ entrepreneurs noted the
changing business cycle phase, but their reactias aistributed in time
according to long-run investment outlays and thestment cycle. That is
why construction may be seen as a slowly-reactimysometimes lagging
sector. The business cycle explained only up toodb%e error variance of
the GVA share in this sector (Figure 8), becauseestment-pulled
construction is mainly dependent on financial sssiand industry. The
effect of the cyclical shock on financial serviogas the fastest, though
negative. The peak of influence occurred after drigu. The negative effect
was a result of the weak cyclicality of this seciidre adjustments of financial
services, mainly through monetary policy actionshsas an increase in
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interest rates, provide fast reactions of thesawes, but after two years they
significantly diminished. The business cycle aféecindustry to a higher
extent than other sectors, with the exception efltng-lasting effects on
public services. This is why, in comparison to otkectors, industry is
procyclical. However, it reacted with a 2-quartag land died out after 3
years. The negative effect of the business cyabelsbn the share of public
services was lagged and persistent. It also tusnetb be an important factor
in explaining its error variance. This effect mammain several years in
political decisions. The effects of the businessewn trade were marginal,
occurred only after 8 lags and died out very slowly

25%
=—f— industry

20% —a— financial services
—— public services

15% :
- =% - construction

10% ---@--- trade
5% 7*/
0% { 2 -
1 2 3

forecast horizon

Figure 7. Influence of the business cycle on thré&amae of production of the
UK branches.

Out of the shares of the five sectors, public swviand financial
services had a significant meaning for the busiegske. Financial services
expansion made a visible and positive impact. Megeothe effect was
instantaneous. Public services expansion diminighedshort-run growth,
which militates against expansionary governmenticgolWe can also
observe some negative ‘long-run’ effects. If tharstof GVA in industry had
increased, the economic growth in the short runldvbave generally been
slower. Only initially it affected the business &ym a positive way. The UK
economy take an advantage when locating direcsinvents abroad, which
significantly reduces labor costs. Constructiont@eexpansion would not
have had much impact on the short-run growth. @iyil the expansion of
trade would have been slight and negative.
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Figure 8. Variance decomposition of the businestecfpy branches).

Another Model (1C) is based on the structure ofdKeeconomy from
the point of view of employment in the branchesteAfsome preliminary
estimations, it was found that the most suitablel@havith respect to the
assumptions of the error term was the model witlagliength in the
autoregressive part. Thus, SVEC(1) model type (Bh & cointegrating
vectors was chosen. In the case of the most ofdheality test results, HO
was rejected gi=0.05, indicating that there may be instantanesusell as
lagged causality between the variables of the syside outlying results of
the lagged type of the test indicated that emplaoyrnimetrade and the business
cycle did not Granger-cause the rest of the vagtdlthough the other test
results indicated that there might have been itsteous relations.

The first cointegrating relation is the share ofpémgment in industry.
According to this, in the long-run, there is a gigant negative relationship
between the share of industry in the UK economyamstruction and trade.
There also might be some positive structural ir@pethdence with the
business cycle, which turned out to be statisgictinificant. It may possibly
indicate some long-run effects of the businessecyidhe second cointegrating
vector is the relation of the share of employmariinancial services. In the
long-run, it is negatively related to public seedcand positively related to
construction and trade. In the case of both vaembthe deterministic trend
turned out to be statistically significant, indicat that since the late 1970s,
both shares of employment — industry and finarsgavices — also changed
significantly in a deterministic way.

On the basis of Granger-causality tests restristidn are imposed. At
the beginning, the restriction of no long-run imipaxdf the share of
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employment in trade on all of the variables is isguh In addition to this, no
long-run impact of the business cycle is alloweihwhe exception of the
share of industry and financial services. Alsoagtrun impact of the share
of financial services on the business cycle is is@gl Such restrictions are
implied by the previous results (i.e. meaninglesd aegligible long-run
impact of trade and financial services). Also, blusiness cycle should have
a transitory effect on the variables of the syst&mort-run restrictions are
imposed on the basis of thealues, calculated with the use of bootstrapped
standard errors. No impact of financial servicesh@share of administration
and construction is allowed. Similarly, no influenof the share of
administration on construction and trade, and flaemce of construction and
trade on the business cycle is assumed. The ifisgmte of these parameters
means that lags in reaction to sectoral shocksdmtvgectors are identified.
The structural matrices are as follows:

r* E N JEE *-I [* * k% *‘l

* ok % ok k% I* * x x () *l

_x 0 ox % ok x sp_|* * * x 0 0
B = *x 0 0 * * * ""B | x * * x 0 O|l (4)

x x 0 0 =* = [* * x % ()J

* % o+ x 0 =* x 0 *x %« 0 0

where * means that no restriction is imposed.

The business cycle did not affect the employmeateshprofoundly.
The cyclical shock from aggregate economic activifjuenced the share of
employment in industry positively and contemporarsiyp Although at first
it was only marginal, it was the highest amongstha sectors. Its influence
increased, reaching a peak after 8 quarters (FRJuiehe effects on the share
of financial sector employment was also simultaseand, at first, positive
but small. After 4 quarters it became negative tfer next 3 years. The
influence on construction and public services wamnesmaller and died out
very fast. The share of construction behaved inaamar that is quite the
opposite. Its reaction for the first 3 quarters wamificantly negative but
subsequently became positive for over 2 years. Bilginess cycle in
a negative way influenced the share of employntettie public services for
2.5 years. Shorter, though still negative, wasetfect of the cyclical shock
on the share of employment in trade. It might héeen a result of
insignificant reaction of GVA in this sector. Thésted 5 quarters and expired
after this period. These results somewhat resethbke of Mulligan (2002).
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Figure 9. Influence of the business cycle on théwae of production of the
UK branches.
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Figure 10. Variance decomposition of the busingsteqby branches).

Although the shares of employment poorly explam vhriance of the
business cycle, some influence can be seen. SiytitaG VA, public services
employment has a significant negative impact onftiiere business cycle,
which can be called a ‘long-run impact’. There israaller, positive and
long-lasting impact of employment in constructiontbe business cycle. The
increase in the share of employment in construationld be a factor behind
short-run growth acceleration. The effects of thesesectors are significant.
The increase in the share of employment in industrya direct
investment-oriented economy such as the UK woulttedese the cyclical
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expansion in the first year. The positive effectaatcelerating economic
growth would occur 5-16 quarters after the shoobwelver, some negative
long-run effects may subsequently occur. This iatdis that in the UK
economy market services employment is more growtielarating than
employment in industry.

6. Conclusions

This article contributes to the literature on tletenogeneity of the business
cycle from the point of view of economy sectorseTinovation of the paper
Is the analysis of the interrelation of the businegcle and the structure of
the economy. The analysis presents empirical exasnplpporting the
theories of the heterogeneity of the business cwrld the relationship
between economic fluctuations and structural chaingevas found that the
business cycle both influences and is influencedtHgy structure of the
economy. Not only crises affect the structure af #ttonomy but also
fluctuations with a narrower amplitude. The effextot profound, but in
many cases significant. Significant interdependeariagclical and structural
changes was found particularly when sectoral gremisie added was
analyzed. From the point of view of sectoral empient, only a few
significant relations were identified.

Aggregate shocks are the ones that drive busingdesc However,
some of the sectoral shocks also have significaedmmg for fluctuations.
The effects of the share of investments on fluabnatare instantaneous and
large. Capital shortage over the business cycle naag severe effects in
diminishing economic growth. The impact of flucioas on employment
shares were generally lagged but more persistamt tihat on gross value
added. A rise in the employment shares of publiwvises and industry
negatively affects the business cycle, while theplegment shares of
construction and market services affect it posiyiv€ontrary to the popular
belief, financial services and construction sectwesthe ones that react first
to a business cycle shock. Then industry and pwaligices follow, which
are influenced the hardest. Trade lags and respmndsvery small extent.
The financial services and public services shaneGVA have significant
impact on fluctuations. The higher the share oflipubervices in the
economy, the lower the economic growth. Finan@alises share positively
affects the business cycle.

Transitions between sectors of the economy ovemtlgness cycle
have important implications. The most visible ipn@vement of forecasting
of business cycle turning points, and classificatad structural changes.
Recognition of employment flows between sectors cantribute to the
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knowledge on the short-run job-to-job transitiomdyich influences labor
market stickiness. This may direct labor markeigyple.g. unemployment
support and demand for training in different busseycle phases. Flows of
gross value added between sectors may be takemagumunt in setting
interest rates and financial sector instrumentd)@gmay be more accurately
adjusted to particular sectors. Sectoral shifte a¢sult in tax inflow and
government expenditure changes, as sectors diffénair participation in
fiscal policy measures. Taking this into accountyrnmaprove government
budget predictability.

The United Kingdom is a representative of a dewadopnarket
economy. The analyzed period was also generic.ofttained various
macroeconomic breakthroughs as well as periodslative stability. That is
why | argue that major conclusions of this artafe universal. However, the
UK has its own specificity, e.g. liberal law, demeéd financial services and
foreign direct investment capital inflows. It magtdrmine roles of some
sectors of this economy, while in other types obrexnies, e.g. other
European developed countries with more social lawnaldle-developed
countries, their significance could be differentiti¥e research should focus
on how certain factors affect these relations. Atgmn-linear relations may
be taken into account, esp. in the case of foreagte. Additionally, different
or more disaggregated sectors may be analyzed.
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