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Abstract
Progress in artificial intelligence between 2020 and 2025 driven by the generative models 
such as ChatGPT, Claude, Gemini, Copilot and DeepSeek impact labour markets, edu-
cational systems, and skills requirements. The notion of AI literacy as a critical compe-
tence is becoming increasingly prominent in academic and professional discourse, with 
a growing body of research underscoring its significance in various aspects of life. This 
particular literacy is especially pertinent to individuals’ professional lives, as it pertains 
to the ability to navigate, interpret, and apply AI-related concepts and technologies in 
one’s chosen field. The paper introduces discussion on extended frameworks of AI liter-
acy, analyses its connection to 21st-century skills, and presents approaches for studying 
and cultivating AI literacy in education and the workforce. The findings demonstrate 
that AI literacy functions as a meta-competency underlying cognitive, creative, and so-
cio-emotional skills, and is important for developing an innovative workforce in the 
AI-augmented economy.
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Introduction

The accelerating development of artificial intelligence (AI) is becoming one of the 
most important factors transforming contemporary economies, institutions and la-
bour markets. It is increasingly evident from both economic literature and analyses 
by international institutions that the ability of entities – both individuals and orga-
nisations – to acquire and update skills is a determining factor in their adaptabili-
ty within an increasingly complex technological environment. World organizations 
such as UNESCO, OECD, and the World Bank emphasize that AI literacy is becoming 
a key factor in sustainable development, which is understood not only as a technical 
understanding of algorithms, but primarily as the ability to think critically, ethically 
apply AI, assess risks, manage data, interact with algorithms, formulate queries, and 
interpret results. The OECD has highlighted that machine learning-based technolo-
gies are evolving into ‘general-purpose technologies’, whose impact extends not only 
to routine tasks but also to a growing array of activities that demand sophisticated 
forms of knowledge and cognitive abilities (OECD 2023). However, in contrast to 
previous automation waves, the impact of AI is not confined to the replacement of 
labour; it also encompasses the transformation of learning methodologies, informa-
tion processing capabilities, and decision-making processes.

In this context, the concept of AI literacy, which refers to the competencies that 
enable individuals to function effectively in an environment saturated with artifi-
cial intelligence systems, is becoming increasingly important. A mounting body of 
research in the social sciences, education and management has demonstrated that 
AI literacy is not confined to the capacity to utilise IT tools. The dynamic nature of 
change signifies that the challenges associated with AI skills are not confined to tech-
nologically advanced sectors but are permeating almost all areas of professional ac-
tivity. As the World Economic Forum’s Future of Jobs Report 2025 emphasises, over 
the 2025-2030 period, AI and big data are expected to be among the fastest-growing 
skills (World Economic Forum 2025). This encompasses both knowledge workers 
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and those performing operational tasks. This signifies that AI literacy is evolving into 
a novel component of human capital, concurrently serving as an instrumental factor 
in determining productivity, creativity, and the capacity to engage in public life in the 
context of mounting automation of communication and decision-making processes.

The primary objective of this article is to provide a comprehensive conceptual 
synthesis of the extant approaches to defining AI literacy, with a focus on identify-
ing its structural components, cognitive dimensions, and pedagogical foundations. 
The article’s objective is to elucidate the theoretical and practical linkage between 
the development of AI literacy and the formation of key 21st-century competencies, 
including critical thinking, problem-solving, digital fluency, ethical reasoning, and 
collaborative learning. The objective of the present study is to address conceptual 
inconsistencies by undertaking a comparative analysis of educational and policy fra-
meworks. This analysis is expected to contribute to the design of informed strategies 
for skill development in AI-driven socio-economic environments.

Conceptual foundations of AI literacy

The definition of ‘AI literacy’ is a matter of some confusion and the subject of much 
debate. The concept of AI literacy has emerged relatively recently at the intersection 
of education, information science, technology and labour economics, which compli-
cates attempts to define it precisely from the outset. The absence of a singular, reco-
gnised signification is not attributable to the insufficiency of the concept; rather, it is 
a consequence of technological evolution, which compels a re-evaluation of the com-
petencies demanded to operate within a milieu characterised by machine learning 
systems and generative language models. The extant literature on this subject em-
phasises that the concept is hybrid in nature, encompassing declarative knowledge, 
procedural skills, critical attitudes and socio-ethical competences that are necessary 
for the conscious use of and interaction with AI technologies.

Notwithstanding the increasing significance of this concept, its definitions and 
scope continue to be the subject of controversy and disagreement in the literature. 
Researchers attribute this discrepancy to the absence of widely accepted terminology, 
as well as the partial overlap of AI literacy with other areas of expertise, including 
data literacy, digital literacy and computational thinking.

The most frequently cited definition originates from Long and Magerko (2020), 
who define AI literacy as a set of skills that enable individuals to ‘understand, use, 
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evaluate and critically interact with’ artificial intelligence systems. From their per-
spective, the subject under discussion consists of three complementary components. 
Firstly, the possession of technical competencies requires an understanding of the 
fundamentals of machine learning models (including the generation of results, the 
nature of statistical predictions, and the significance of training data). Secondly, there 
is a necessity for critical competences, including the ability to analyse risks, errors 
and biases in algorithms, as well as the ability to assess the reliability of AI system 
results. Thirdly, the application competencies are defined as the ability to design and 
solve problems using AI tools in a manner appropriate to the user’s objectives.

To embed AI literacy in the conceptual system of digital competences with precision, 
it is necessary to examine its relationship to three key constructs: data literacy, digital 
literacy and computational thinking. The interpenetration of these concepts forms the 
foundation of contemporary competence frameworks, both within educational settings 
and in the context of the labour economy. However, it should be noted that AI literacy 
cannot be considered as the mere sum of these components, given that it possesses its 
own specific characteristics resulting from the properties of artificial intelligence systems.

Data literacy, defined as the capacity to acquire, interpret, analyse and evaluate 
data, is recognised as one of the most fundamental components of AI literacy. The 
extant literature operates under the assumption that an absence of competence in 
data management and analysis constitutes a  significant obstacle to the discussion 
of AI system comprehension. Since the functionality of these systems is contingent 
upon the calibre and configuration of the training data. Data literacy focuses on the 
analysis of data, whereas AI literacy focuses on human-AI interaction and under-
standing the nature of models. It can thus be concluded that data literacy is a neces-
sary condition for achieving full AI literacy, but not a sufficient one.

Digital literacy can be defined as the ability to function in a digital environment, 
including technical, communication and information skills. This concept is one of 
the oldest and most widespread in educational and information literature. The term 
is frequently interpreted as ‘digital literacy’, the ability to utilise digital technologies 
in an effective and critical manner. Digital literacy is a term used to describe the 
ability to use information technologies in general. In contrast, the term AI literacy 
refers to the ability to use technologies that not only process information but also 
generate new representations, inferences and predictions. This suggests that AI li-
teracy can be interpreted as a form of post-digital literacy, defined as a competence 
that operates in an environment where digital technologies become active partici-
pants in the cognitive process.
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The term ‘Computational thinking’ (CT) refers to a method of problem-solving that 
is based on algorithmic logic, decomposition, abstraction and design (Wing J. 2006). 
The concept of CT has a long-standing tradition, firmly embedded in the domain of 
computer science education. The objective of CT is to cultivate a mode of thinking that 
is analogous to computational thinking. The distinction between these two concepts 
lies in the requirement for programming skills and advanced algorithmic thinking in 
the former, although these skills can be enhanced by the latter. Computational thinking 
focuses on the design of algorithmic solutions, while AI literacy involves the compre-
hension of the functionality of pre-existing machine learning systems.

Despite the prevalence of this definition, recent studies have called its validity 
into question, particularly considering the rapid advancements in generative models. 
Chiu and co-authors (2024) posit the argument that generative systems require the 
definition to be expanded to include a component of metacognitive competence. This 
refers to the ability to monitor and calibrate one’s own trust in AI results (AI self-ef-
ficacy), as well as an understanding of the nature of the fluid knowledge generated 
by models. From this view, AI literacy encompasses not only knowledge of how the 
system works, but above all an awareness of its epistemic limitations — the impene-
trable mechanisms of representation creation, the ephemeral nature of training data, 
and the internal opacity of models. 

Furthermore, the evolution of multimodal and agent-based models necessitates the 
continual refinement of the concept of AI literacy. These systems have evolved beyond 
their original function as mere analytical tools; they are now becoming active participants 
in cognitive tasks, thereby altering the traditional relationship between the user and the 
technology. The prevailing view in the literature is that AI literacy also includes the ability 
to delegate, i.e. to design tasks that maximise the synergy between user and system ac-
tions while minimising the risk of losing control over the decision-making process. 

The significance of issues pertaining to artificial intelligence competencies has 
been particularly emphasised in recent years as part of Stanford University’s research 
project ‘One Hundred Year Study on Artificial Intelligence’ (AI100). The inaugural 
report of this initiative, which was published in 2016 and then in 2021 (each five 
years) under the title Artificial Intelligence and Life in 2030, represented a significant 
turning point in analyses of the impact of AI on society, institutions and education 
systems. This document, prepared by an interdisciplinary team of experts and updat-
ed every five years, is noteworthy for its attempt to view AI not as a set of technologies 
with narrow applications, but as a global transformative factor affecting almost every 
area of life. The report indicated that the primary challenge of the forthcoming de-
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cades would not be the availability of technology itself, but rather the capacity of soci-
eties to comprehend its functionality, the social ramifications, and the mechanisms of 
interdependence between technology and organisational practices. AI100 contribut-
ed to introduce into public and academic debates the need to develop citizens’ critical 
thinking skills about AI, which in subsequent years became the conceptual basis for 
developing the concept of AI literacy. The report indicated that the primary chal-
lenge that societies will face in the forthcoming decades will not be the availability of 
technology itself, but rather the capacity to comprehend its functionality, the social 
ramifications, and the mechanisms through which it operates (Littman et al. 2021). 

The present study explores the interdependence between technology and organi-
sational practices. Subsequent editions of the report (2016, 2021) have further inve-
stigated these observations, emphasising the increasing disparity between the pace 
of technological advancement in AI systems and the capacity of public institutions, 
organisations, and individual users to effectively utilise these systems. It has been 
demonstrated that the accelerated development of generative models and deep le-
arning-based applications has led to a notable enhancement in the significance of 
analytical competencies, data interpretation, the reliability of algorithmic outputs, 
and the capacity for critical evaluation of machine-generated recommendations. In 
the contemporary era, reports AI100 have emerged as a pivotal source that valida-
tes the necessity for the cultivation of AI literacy, encompassing not solely technical 
competencies but also its role as a prerequisite for thriving in societal, economic, and 
educational contexts, particularly in the context of rapid advancements in the field 
of artificial intelligence. In the context of research conducted on the development of 
skills, these documents indicate that the capacity to learn from AI and to use AI is 
becoming a fundamental element in ensuring the competitiveness and adaptability of 
individuals and organisations in the 21st-century economy.

Methodology 
Research design and approach

This study is designed as a conceptual and comparative policy review that synthesi-
zes how AI literacy is currently defined and operational zed across educational and 
workforce-related settings. The approach differs from a  systematic literature review 
or meta-analysis. Rather than aggregating empirical findings, it offers an interpretive, 
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framework-oriented reading of how selected countries and international organisations 
conceptualise, structure, and institutionalise AI-related competency models through 
official policy documents, educational guidelines, and institutional reports.

The methodological choice follows from the present state of the field. AI literacy 
has emerged as a distinct policy and educational domain only recently, with most 
widely circulated frameworks developed after 2019. The area is also characterised 
by rapid revision cycles—often annual—and by substantial conceptual heterogeneity, 
where definitions and competency architectures vary more than they converge. Un-
der such conditions, a systematic quantitative synthesis would risk premature closure 
and limited explanatory value. Accordingly, the article adopts a perspective close to 
comparative institutional analysis, treating AI literacy frameworks as policy objects 
that are constructed, negotiated, and stabilised within particular national and supra-
national contexts.

The analysis is guided by three research questions:
1.	 How do major international organisations and selected national systems define 

and structure AI literacy?
2.	 Along which dimensions do AI literacy frameworks differ (e.g., competency 

structure, pedagogical orientation, degree of integration into formal education, 
target populations)?

3.	 How is the discourse shifting from general “AI literacy” toward more context-
-specific “AI skills” and “AI competence” approaches, and what institutional im-
plications follow from this shift?

Case selection and analytical scope

Cases were selected according to four criteria, intended to balance breadth with 
analytical depth.

(1) Institutional authority and policy influence. Priority was given to frameworks 
developed or endorsed by institutions with standard-setting capacity and demon-
strable policy reach, including supranational organisations (e.g., UNESCO, OECD, 
European Commission/JRC) and national governments that articulate explicit AI 
education or AI skills strategies. 

(2) Framework maturity and documentation. Inclusion required publicly availa-
ble and sufficiently detailed materials, not merely aspirational strategy statements. 
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(3) Diversity of institutional and governance contexts. To capture variation in 
how AI literacy is institutionalised, the corpus intentionally reflects different educa-
tional philosophies and governance arrangements: school-based models (including 
K–12-oriented approaches), adult and citizen education initiatives, teacher professio-
nal development frameworks, and public-sector capacity-building models. Similarly, 
the selection seeks variation across policy coordination logics (federal and decentra-
lised systems, centralised national strategies, and supranational coordination).

(4) Recency and relevance (2019–2025). Given the pace of technological and policy 
change, the primary focus is on frameworks published or substantially revised between 
2019 and 2025, with particular attention to documents updated in 2024–2025. 

On this basis, the final corpus combines: (a) international and supranational 
competency frameworks, (b) selected national initiatives and widely adopted edu-
cational programmes, and (c) foundational academic contributions that function as 
reference points for subsequent institutional documents.

The core comparative corpus consists of publicly available AI literacy/AI com-
petence frameworks published or substantially revised between 2019 and 2025, inc-
luding AI4K12 (USA), Elements of AI (Finland), DigComp 3.0 (European Com-
mission/JRC), UNESCO’s AI Competency Frameworks for Students and Teachers 
(2024), the OECD Framework for Digital Talent and Skills in the Public Sector 
(2021), the Alan Turing Institute’s AI Skills for Business Competency Framework 
(UK 2024), and the Australian Framework for Generative AI in Schools (2025). 
Additional national policy texts were used for contextualisation of the “AI skills” 
shift in workforce and public-sector settings (e.g., UK skills initiatives and Canada’s 
AI Strategy for the Federal Public Service 2025–2027).

Data sources and collection procedure

Tlaborhe empirical material is documentary in nature and consists of official frame-
works, strategies, guidance notes, reports, and—where available—implementation 
materials (e.g., curriculum resources, training outlines, assessment instruments). So-
urces were identified through three complementary strategies.

(1) Institutional document retrieval. Official websites and publication reposito-
ries of key organisations and public institutions were systematically reviewed (inter-
national organisations; EU-level bodies; national ministries or agencies responsible 
for education, digitalisation, innovation, and public sector reform). This strategy 
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yielded primary framework documents as well as supporting guidance and con-
textual policy texts.

(2) Citation tracking and “snowball” sampling. Starting from recognised foun-
dational works and widely referenced reports, cross-references within policy docu-
ments were traced to identify related frameworks and programmatic linkages. This 
approach was particularly useful for reconstructing diffusion pathways—how certain 
competency categories, “big ideas,” or educational rationales travel between initiati-
ves and become embedded in institutional templates.

(3) Targeted retrieval of high-uptake programmes. For educational initiatives 
known to have broad adoption or strong visibility, additional documentation was 
collected, including technical reports, curriculum packages, implementation notes, 
and evaluation summaries where publicly available.

All included sources were required to be publicly accessible and available in En-
glish. This introduces a potential Anglophone bias. However, the constraint is partial-
ly mitigated by the fact that major international frameworks are routinely published 
in English, and a substantial share of national initiatives provide English versions of 
strategic documents or executive summaries.

Limitations

Several limitations should be considered when interpreting the findings. First, co-
verage is illustrative rather than exhaustive. AI literacy initiatives proliferate across 
regions and sectors, and new documents appear frequently. The study therefore 
concentrates on prominent, well-documented cases with visible policy influence or 
large-scale uptake. Consequently, significant initiatives in regions outside the main 
corpus may be underrepresented.

Second, the analysis focuses on framework design and policy discourse, not on im-
plementation outcomes. The study does not evaluate effectiveness, learner experience, 
teacher practice, or behavioural impacts. It should be read as an analysis of competency 
architectures and institutional framings rather than as programme evaluation.

Third, the article provides a  temporal snapshot of a moving field. Frameworks 
evolve rapidly in response to technological developments—particularly generative 
AI—as well as pedagogical experimentation and cross-jurisdictional policy learning. 
Some documents are newly revised or subject to further updates. The conclusions 
therefore capture a structured state-of-the-field view as of December 2025.
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Fourth, the restriction to English-language materials means that national classro-
om-level resources (teacher guides, assessment rubrics, local curricula) may be unevenly 
represented. This may lead to a partial view of implementation instruments in contexts 
where policy documents exist in English but practical materials remain language-specific.

Despite these constraints, the adopted approach is aligned with the research ob-
jectives: it enables a structured comparative overview of how AI literacy is being in-
stitutionalised, identifies emerging patterns and divergences in competency design, 
and provides a grounded basis for future empirical work that can test implementa-
tion fidelity, learning outcomes, and distributional effects.

Positioning within economic sociology

From an economic sociology perspective, AI literacy frameworks can be interpreted 
as institutionalised templates that shape skill formation and the production of human 
capital in knowledge economies. Three sociological strands are particularly relevant.

First, work on skill formation and institutional change highlights how competency 
frameworks tend to reflect broader national arrangements that coordinate education, tra-
ining, and labour market needs. In this view, differences in AI literacy architectures are 
linked to the ways in which education and training systems evolve within distinct insti-
tutional settings and policy traditions (Thelen, 2004). Accordingly, frameworks oriented 
toward individual initiative and technical specialisation can be read differently from those 
emphasising universal access, social inclusion, or public-sector capacity-building.

Second, perspectives on cultural capital suggest that AI literacy frameworks ope-
rate as symbolic resources that shape legitimacy and distinction. The question of who 
defines AI literacy—international organisations, states, educational institutions, or 
technology-sector actors—matters because it influences what counts as “valid” com-
petence and which forms of knowing are privileged (technical understanding, criti-
cal evaluation, operational proficiency, ethical judgement). In this sense, frameworks 
participate in the politics of knowledge and the distribution of recognised competen-
ce under conditions of AI diffusion (Bourdieu, 1986).

Third, research on digital divides and inequality draws attention to distributional 
risks embedded in inclusive literacy agendas. AI literacy initiatives frequently invoke 
inclusion, yet they may reproduce existing stratification if access to high-quality AI 
education follows established lines of advantage (institutional capacity, socioeconomic 
status, geography). The growing differentiation of pathways—from baseline literacy to 
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more specialised role-oriented competences—therefore raises questions about who ga-
ins access to advanced forms of AI competence and how such access may map onto 
occupational hierarchies in AI-saturated labour markets (van Dijk 2020).

Taken together, this positioning frames AI literacy not merely as a pedagogical 
topic, but as an institutional project that defines normative expectations for partici-
pation in AI-augmented economies—and, implicitly, delineates whose interests, ca-
pacities, and trajectories are prioritised in that construction.

Comparative analysis of AI literacy 
frameworks

The term “AI literacy” was first systematically conceptualized by Kandlhofer et al. 
(2016), who defined it as a set of competencies that enable individuals to know and 
understand AI and use AI technologies. This conceptualization was significantly 
expanded by Long and Magerko (2020: 2), who provided one of the most compre-
hensive and widely cited definitions, describing AI literacy as “a set of competencies 
that enables individuals to critically evaluate AI technologies; communicate and col-
laborate effectively with AI; and use AI as a tool online, at home, and in the workpla-
ce”. The authors emphasize that AI literacy goes beyond digital literacy, as it includes 
working with algorithmic systems, modelling and data processing.

UNESCO (2024) defines AI literacy as a set of knowledge, skills and ethical at-
titudes necessary for safe, responsible and critical interaction with AI systems in 
education and society. An important element is the emphasis on ethics and legal 
aspects. OECD (2025a) emphasizes that AI literacy is a competence of a modern ci-
tizen, which includes the ability to understand the decisions of AI systems, interpret 
models and manage algorithmic risks. 

Comparison of AI literacy models is presented at Table 1. Approaches to AI lite-
racy vary considerably by country and organisation. In the US, AI Literacy models, 
developed by the MIT RAISE and AI4K12 initiatives, provide a framework of at le-
ast five domains: perception, representation, learning, natural interaction, and social 
impact. They focus primarily on technical content and engineering thinking, which 
makes the American approach the most technologically oriented. The level of inte-
gration into formal education is high: there are official recommendations for K-12 
students, and schools are piloting projects. In practice, this is manifested through 
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the use of Scratch with AI extensions (for example , the use of ChatGPT (or other 
generative AI models) in teaching and the development of project activities. Scratch 
extensions which supports AI learning amongst the youth are for example: Scratch-
-NB (tools for developing a Naive-Bayes classifier for K-8), Tooee or Face Sensing 
blocks. Finland uses a model focused on basic understanding of AI, algorithmic thin-
king, and ethical principles. The “Elements of AI” course has the format of a free mass 
online course aimed at a wide range of citizens, including students. Unlike the US, 
where the priority is on the school audience and technical competences, the Finnish 
approach is aimed at general education. Finland does not want to compete with US or 
China in developing primary research on generative AI but rather focus on applica-
tions of AI, as its Economy Minister Mika Lintilä states: “As the two superpowers vie 
for technological supremacy, Finland knows it’s outclassed on raw resources. There 
is no point trying to compete with Beijing or Washington in terms of developing the 
basic technology of AI. So Finland aspires to occupy a niche, as world leader in prac-
tical applications of AI” (Delcker 2019)

Table 1.Comparison of AI Literacy Models

Country / Organ-
isation

Competency 
Structure

Approach Fea-
tures

Level of Educa-
tional Integration

Examples

USA (AI4K12) Five Big Ideas: 
Perception; Rep-
resentation and 
reasoning; Learn-
ing; Natural in-
teraction; Societal 
impact

K-12 oriented na-
tional guidelines; 
framework for 
standards writers 
and curriculum 
developers

High (national 
guidelines, re-
source directory, 
community sup-
port; no federal 
mandate)

Teachable Ma-
chine; various 
state implemen-
tations

Finland (Ele-
ments of AI)

6 modules cov-
ering definition, 
problem-solving, 
real-world AI, 
machine learning, 
neural networks, 
and societal im-
plications

Free, mass online 
course aimed at 
broad public; sup-
ports general AI 
understanding

Medium (in-
formal/citizen 
learning; adopted 
by multiple insti-
tutions)

Elements of AI 
course (Univer-
sity of Helsinki / 
Reaktor).
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Country / Organ-
isation

Competency 
Structure

Approach Fea-
tures

Level of Educa-
tional Integration

Examples

EU (DigComp 
3.0)

21 competences 
across 5 areas 
(information 
and data literacy; 
communication; 
content creation; 
safety; problem 
solving). AI-rel-
evant aspects 
integrated across 
competences (AI 
treated as tra-
versal skill for all 
domains)

General digital 
competence 
framework used 
for policy, curric-
ula mapping and 
training standards 
(not a dedicated 
AI-only model)

Varies across 
countries/sectors

Used for national 
digital skills strat-
egies and compe-
tence mapping.

UNESCO: AI 
Competency 
Framework for 
Students (2024) 
and AI Compe-
tency Framework 
for Teachers 
(2024)

STUDENTS: 
12 competen-
cies across 4 
dimensions: (1) 
Human-centred 
mindset; (2) Eth-
ics of AI; (3) AI 
techniques and 
applications; (4) 
AI system design. 
Three progression 
levels: Under-
stand, Apply, 
Create.

TEACHERS: 
15 competen-
cies across 5 
dimensions: (1) 
Human-centred 
mindset; (2) Eth-
ics of AI; (3) AI 
foundations and 
applications; (4) 
AI pedagogy; (5) 
AI for profession-
al development. 
Three progression 
levels: Acquire, 
Deepen, Create.

Human-centred 
approach pri-
oritizing values 
(knowledge, 
skills, values); em-
phasis on ethics, 
inclusivity, human 
agency, and re-
sponsible AI use; 
interdisciplinary 
integration; fo-
cuses on students 
as AI co-creators 
and responsible 
citizens

Advisory/bench-
marking level 
for global edu-
cation systems; 
implementation 
varies by coun-
try; guidance for 
policy-makers, 
educators, and 
curriculum devel-
opers

Rights-based and 
inclusive AI guid-
ance; bias aware-
ness; ethical AI 
design principles; 
teacher capaci-
ty-building pro-
grams; integration 
into national AI 
education strat-
egies
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Country / Organ-
isation

Competency 
Structure

Approach Fea-
tures

Level of Educa-
tional Integration

Examples

The OECD 
Framework for 
Digital Talent and 
Skills in the Pub-
lic Sector (2021)

3-pillar model: 
(1) Digitally-en-
abling work 
environment (2) 
Digital skills (3) 
Workforce devel-
opment

Public admin-
istration mod-
ernisation: skills 
+ work environ-
ment + workforce 
development 
steps, broader 
digital framework 
which includes AI 
elements

Varies across 
OECD countries; 
framework pro-
vides guidance for 
national imple-
mentation

UK DDaT Capa-
bility Framework; 
Australian Public 
Service digital 
capability moni-
toring

UK (Alan Turing 
Institute ) AI 
Skills for Business 
Competency 
Framework

Role-based 
learner perso-
nas: AI Citizens, 
AI Workers, AI 
Professionals, AI 
Leaders.

Competence 
described via 
Knowledge/Skills/
Behaviours across 
five dimensions: 
Privacy and 
stewardship; Data 
specification/
engineering/cu-
ration; Problem 
definition and 
communication; 
Problem solv-
ing/modelling/
visualisation; 
Evaluation and 
reflection

Medium (profes-
sional/workforce 
framework for 
training and pro-
gression; not K-12 
mandate).

Role-based 
personas and 
five dimensions 
structure skills 
mapping and 
progression.

Australia (Austra-
lian Framework 
for Generative AI 
in Schools)

6 Principles + 25 
Guiding State-
ments. Principles 
cover: Teaching, 
Learning; Human 
and Social Well-
being; Transpar-
ency; Fairness; 
Accountability; 
Privacy, Security 
and Safety.

School-gover-
nance guidance 
for safe, ethical, 
responsible Ge-
nAI use; explicitly 
multi-stakeholder 
(systems, schools, 
teachers, students, 
parents, provid-
ers)..

High (national-
ly coordinated 
framework; 
Education Min-
isters endorsed 
the review and 
the framework is 
designed to align 
jurisdictions/sec-
tors; implementa-
tion varies).

Principles include 
academic integ-
rity/assessment 
guidance, trans-
parency/disclo-
sure, and privacy/
data protection 
expectations.

Source:  own elaboration based on (OECD 2021), (UNESCO 2024), (UNESCO 2024a), (Cosgrove & Cachia 
2025), (University of Helsinki 2023), (AI4K12 Initiative 2019), (Alan Turing Institute 2024), (Australian Gov-
ernment Department of Education 2025).

The model proposed by UNESCO differs from national models in that it is con-
sultative in nature and focuses on the values, ethics and social impact of AI. It con-
sists of components of knowledge, skills and values that should be formed in teachers, 
students and citizens.
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The OECD framework is a complex 3-pillar model which focuses on digitally-
-enabling work environments, digital skills and workforce development, which inc-
ludes as one of its elements algorithmic literacy and data literacy but goes beyond 
that. The model is aimed at use in public policy management.

In the 2000s, the concept of digital literacy dominated. The emergence of big 
data, machine learning and automation requires a transition to algorithmic literacy, 
which includes an understanding of the logic of models, types of learning, and the 
principles of recommender and classification systems. The combination of digital, 
media, information and algorithmic literacy forms the architecture of AI literacy. 
EU which provides digital competency framework (DigComp 1.0 and further) since 
2013 through its European Commission’s Joint Research Centre is actively elabora-
ting on the topic of AI competences and its newly released DigComp 3.0 which is 
the fifth version of European Digital Competence Network treats postulates traversal 
integration of AI competence into existing 21 digital competences (Cosgrove, Cachia 
2025). In this approach AI-related skills, knowledge and attitudes are included inside 
of each digital competence which is a part of DigComp 3.0. This model is slightly 
different from previously shown models, as the AI competence is treated as one of 
existing digital competencies which a person needs to master in order to increase 
one’s digital proficiency.

In addition to the models summarised above, recent policy developments show 
an emerging second layer of initiatives that are framed less as general AI literacy and 
more as practical AI skills or AI fluency. In this layer, AI competence is described as 
a set of abilities that can be operationalised for specific contexts (school, workplace, 
public administration) and therefore embedded in training standards, organisational 
processes, and governance instruments. The underlying policy logic is that conceptu-
al AI literacy remains necessary (understanding what AI is and how it can fail), but it 
is insufficient for safe adoption at scale. As a result, many countries now differentiate 
between (i) baseline AI skills for all citizens and workers (safe use, critical evaluation, 
risk awareness), (ii) specialist skills for developers and data professionals (building 
and deploying AI systems), and (iii) governance skills for managers and leaders (pro-
curement, accountability, and oversight). In comparative terms, this “skills” framing 
does not replace AI literacy; rather, it complements it by translating literacy into role-
‑specific competence profiles that can be implemented through education and labour 
market policy (Skills England 2025).

The United Kingdom provides a particularly clear example of how AI skills disco-
urse can coexist with, and partially reshape, AI literacy discourse. In June 2025 the 
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UK government announced a national skills drive (TechFirst), explicitly connecting 
school learning, community learning and workforce upskilling within a single pro-
gramme narrative. TechFirst was framed as a £187 million investment programme 
designed to bring digital skills and AI learning into classrooms and communities. 
The same announcement positioned AI competence as a mainstream employability 
requirement by linking it to large-scale workforce targets through an industry part-
nership that aims to equip millions of workers with essential AI skills by 2030. Such 
framing shifts the focus from learning about AI to being able to work and participate 
in society with AI, while still keeping education as a key delivery channel (school 
age learning, teacher capacity, and community pathways). (Department for Science, 
Innovation and Technology and Department for Education 2025). From the perspec-
tive of competency architecture, UK initiatives increasingly emphasize role‑sensiti-
ve frameworks rather than single universal lists. The 2025 Skills England report “AI 
skills for the UK workforce” is notable because it includes not only an analysis of 
upskilling needs across growth sectors, but also a practical “AI skills tools package” 
intended for employers and training providers. The package contains: (i) an AI Skills 
Framework, mapping AI skills into technical, responsible/ethical and non‑technical 
domains; (ii) an AI Skills Adoption Pathway Model, describing staged organisational 
adoption and how skill needs evolve; and (iii) an Employer AI Adoption Checklist, 
designed to help organisations identify readiness and skills gaps, including issues of 
equity and inclusion. Importantly, the framework aligns AI skills with job levels (en-
try, mid, managerial), emphasizing that leaders should not only set policy but also 
possess core competences such as AI literacy, prompt writing and output evaluation. 
This approach reframes AI competence as distributed across the organisation, rather 
than confined to technical specialists, and explicitly links skills to responsible ad-
option (bias awareness, data protection and risk management as practical workplace 
requirements (Skills England 2025).

A complementary UK effort is the “AI Skills for Business Competency Framework”, 
disseminated as an open resource and developed through multi‑stakeholder collabora-
tion. Compared to school‑based AI literacy models, this framework is oriented toward 
capability planning and professional development over the AI lifecycle. It articulates AI 
competence as a structured combination of knowledge, skills and behaviours needed 
for responsible and effective workplace engagement, and it is frequently communicated 
through role archetypes (for example, an AI worker who uses AI in daily tasks, an AI 
professional who develops and deploys systems, and an AI leader who provides stra-
tegic oversight and governance). This role‑based structuring has a similar logic to the 
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Skills England tools (differentiating competence by responsibility and context), and it 
supports the idea that AI literacy is a baseline that must be extended by operational and 
governance competences when organisations move from experimentation to scaling 
(Alan Turing Institute 2023). In this framework co-created with InnovateUK four main 
groups which will require AI leaders were named: AI Citizens, AI Workers, AI Profes-
sionals and AI leaders.

The education strand of UK policy further demonstrates how skills language can 
be translated into classroom governance and professional practice. Department for 
Education materials on generative AI in education emphasize potential benefits such 
as reducing administrative burdens and supporting learning tasks (e.g., feedback and 
tailored support), but they also stress safe exploration and the continuing need for pro-
fessional judgement. In this framing, teachers and school leaders are positioned as ac-
countable gatekeepers: AI outputs must be checked for accuracy and appropriateness, 
and responsibility remains with the educator and institution rather than the tool. This 
policy stance can be interpreted as a practical competence model: teachers need eno-
ugh AI understanding to assess reliability, manage risks, and design learning activities 
that use AI as a  support rather than a  replacement for learning. The UK landscape 
also shows that devolved systems can foreground ethical and rights‑based dimensions 
more explicitly (Department for Education 2025). For example, Scotland’s “Teach AI 
Literacy” handbook provides a curriculum-linked framework for upper primary and 
secondary teachers, aimed at teaching both how AI works and how to use AI respon-
sibly to support learning, and was developed with support from Scottish education in-
stitutions. This demonstrates how national AI skills discourse can be complemented by 
rights-centred AI literacy resources that emphasise critical thinking and responsible 
use norms, rather than simple tool adoption (Robertson 2025). The handbook includes 
eight important principles on usage and learning generative AI skills in the classroom 
which include amongst others the right not to use such tools for some reasons such as 
for example copyrights or environmental concerns and importance of broader ethical 
and children rights context of AI skills (Robertson 2025: 11). 

Both the OECD and European Commission are actively shaping policy discourse 
through two complementary mechanisms: establishing competence expectations and 
integrating these into international assessment frameworks. Notably, the OECD an-
nounced that PISA 2029 will introduce a new assessment domain called “Media and 
Artificial Intelligence Literacy (MAIL)”, which marks a  significant shift—AI com-
petencies are now being formally incorporated into the comparative evaluation fra-
mework for 15‑year‑old students globally. The first results of AI literacy verification 
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by PISA will be available in 2031 and will provide a special environment in which 
learners will be tested on pro-active and critical testing of generative AI tools and 
other aspects of AI (OECD 2025a). Simultaneously, the European Commission and 
OECD initiated the AILit project to develop a comprehensive AI Literacy Framework 
specifically designed for primary and secondary education contexts. This framework, 
currently in draft form with stakeholder consultations conducted throughout 2025 
and anticipated completion in 2026, provides detailed guidance on competences and 
practical learning scenarios that can inform curriculum materials, educational stan-
dards, responsible AI implementation policies, and assessment methodologies (Eu-
ropean Commission, OECD 2025b). From a comparative policy perspective, these 
developments suggest an interesting feedback mechanism: heightened international 
visibility through PISA assessments may catalyze national-level curriculum reforms, 
while a standardized competence framework could enhance cross-national compa-
rability and help address the current fragmentation across different national AI edu-
cation initiatives—including those that integrate AI literacy within broader digital 
competence models like DigComp 3.0 (Cosgrove & Cachia 2025).

Australia provides another illustrative case of national-level coordination, especial-
ly around the governance of generative AI in schools. The nationally agreed “Austra-
lian Framework for Generative AI in Schools” is positioned as guidance for responsible 
and ethical use of generative AI tools and explicitly targets a wide stakeholder group 
such as: school leaders, teachers, support staff, students, parents/guardians, service pro-
viders and policy makers/ (Australian Government Department of Education 2025). 
The framework is supported by an ongoing review cycle (review within 12 months 
and then annually), and Education Ministers endorsed the 2024 Framework Review 
in June 2025 following consultation across jurisdictions, school sectors and national 
agencies—suggesting an attempt to coordinate approaches nationally. This schooling-
-focused governance instrument sits alongside broader national policy narratives about 
inclusive and trusted AI adoption. (Australian Government Department of Industry, 
Science and Resources, 2025 For example, Australia’s National AI Plan which was re-
cently published in December 2025 frames AI adoption around capturing opportu-
nities, spreading benefits, and keeping Australians safe, explicitly stating that groups at 
risk of digital exclusion require support. (Australian Government Department of Indu-
stry, Science and Resources 2025). More broadly, Australia’s risk-and-safety orientation 
is visible beyond AI policy itself. From 10 December 2025, age-restricted social media 
platforms are required to take “reasonable steps” to prevent under-16s from holding 
accounts under the national social mediaminimum age framework—an intervention 
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frequently framed in public debate as a de facto teen social media “ban”. This provides 
a concrete example of Australia’s willingness to use statutory platform obligations and 
compliance mechanisms to govern technology-related harms affecting minors (Au-
stralian Government Department of Infrastructure, Transport, Regional Development, 
Communications, Sport and the Arts 2025).

Canada’s recent initiatives show how the AI skills framing can be embedded in 
public administration modernisation. The Government of Canada’s AI Strategy for 
the Federal Public Service 2025–2027 defines readiness as a  combination of data, 
infrastructure, tools, culture, talent, skills and policy, and identifies “Talent and tra-
ining” as one of four priority areas. The strategy ties capability directly to implemen-
tation capacity: it references government‑wide and departmental mechanisms for 
recruitment, retention and reskilling, and it points to structured learning provision 
through the Canada School of Public Service (including a data and AI learning pa-
thway, courses, job aids and related resources). In this case, AI competence is explici-
tly tied to governance: training is part of enabling responsible adoption, ensuring that 
civil servants can use AI effectively while meeting requirements for transparency, risk 
management and public trust. Compared to school‑oriented AI literacy models, the 
Canadian approach demonstrates how AI skills can be framed as an organisational 
capability that supports service delivery and accountability in the public sector (Tre-
asury Board of Canada Secretariat 2025).

Overall, the comparative picture suggests that AI literacy is increasingly being 
complemented by skills‑to‑adoption frameworks. In school contexts, the emphasis 
remains on conceptual understanding, ethics and critical thinking. The interesting 
issue is the notion of human-computer interaction and the option of opting-out from 
the usage of generative AI for these people who have ethical or environmental con-
cerns. In workforce contexts, these concerns are translated into practical competen-
ces such as prompting, output evaluation, bias detection and data protection com-
pliance; and in public sector contexts, competence is tied to governance mechanisms 
(standards, guidance, central capacity, transparency instruments). 

Conclusion and future research suggestions

The analysis presented in this article suggests that, in the context of the accelerated deve-
lopment of artificial intelligence, the category of AI literacy is gaining beyond the traditio-
nally understood technological competences. Regarding the research questions guiding 
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the study, the review suggests that (RQ1) major international organisations and selected 
national systems increasingly define AI literacy as a multi-component, hybrid competen-
ce that combines foundational understanding of AI with the ability to critically interpret 
outputs, recognise limitations, and apply AI responsibly in context. Addressing (RQ2), 
the analysed frameworks differ along recurring dimensions, including competency struc-
ture (a stand-alone construct versus integration into broader digital competence models), 
pedagogical orientation (conceptual understanding versus adoption-focused training), 
degree of embedding in formal education (binding standards and curricula versus soft 
guidance), and the intended target groups (students, teachers, citizens, workers, mana-
gers, and public servants). Finally, in response to (RQ3), the analysis indicates a gradual 
shift from general “AI literacy” toward more role – and context-specific “AI skills” and 
“AI competence” approaches, which carries institutional implications—most importan-
tly the need for differentiated learning pathways, clearer implementation responsibility, 
and supporting instruments such as teacher preparation, workplace training standards, 
assessment practices, and governance arrangements. Building on these observations, the 
following conclusions emphasise the broader consequences of generative AI for work or-
ganisation, cognitive processes, and skill formation.

Across the reviewed corpus, AI-related competency architectures cluster into three 
ideal-type policy models: (i) school-facing AI literacy frameworks prioritising conceptual 
understanding, ethics and critical judgement; (ii) workplace-oriented AI skills/competen-
ce frameworks that operationalise adoption through role-based knowledge–skills–beha-
viours (e.g., prompting, output evaluation, compliance); and (iii) public-sector capability 
models that tie AI competence to organisational readiness and governance instruments.

A second cross-cutting divide concerns how AI is positioned relative to digital 
competence more broadly—either as a stand-alone construct or as a transversal layer 
embedded across digital competence domains (as in DigComp 3.0).

Taken together, these patterns suggest that the current shift from “AI literacy” to con-
text-specific “AI skills” is less a change of labels than an institutional move toward differen-
tiated learning pathways and clearer responsibility for implementation and assessment.

The advent of artificial intelligence, particularly in the form of generative sys-
tems, has precipitated a paradigm shift in the manner in which professional tasks are 
executed. This technological advancement has also exerted a profound influence on 
cognitive processes, work organisation and skill acquisition mechanisms. Consequ-
ently, competencies that facilitate deliberate and critical interaction with AI systems 
are becoming imperative for preserving the adaptability of individuals in an environ-
ment characterised by rapid technological advancement.
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From a theoretical perspective, AI literacy should be interpreted as a cross-cut-
ting competence that not only coexists with other forms of digital literacy, but also 
organises and conditions them. The utilisation of AI-based tools without a compre-
hensive grasp of their epistemic limitations, reliance on training data, or the presence 
of potential sources of bias results in superficial technological adaptation, devoid of 
enduring competence effects. It is therefore the case that AI literacy plays a stabilising 
role in skill formation processes. This enables not only the effective use of new tech-
nologies, but also the preservation of users’ cognitive autonomy.

An analysis of the relationship between AI literacy and skill formation proces-
ses indicates that these competencies are conditional rather than merely supportive. 
In an environment where artificial intelligence is increasingly involved in the pro-
cesses of analysis, synthesis and content generation, the ability to critically evaluate 
algorithmic results is becoming an indispensable part of learning. The absence of 
such competencies can result in the deterioration of higher-order skills, particularly 
analytical and reflective abilities. In the long term, this can impede the development 
potential of both individuals and organisations.

A further significant finding of the article is that the notion of AI literacy has not 
been adequately embedded within national conceptual and institutional frameworks. 
The dissemination of AI-related issues across a wide spectrum of digital competencies 
has resulted in the oversight of specific challenges inherent to the autonomous and 
probabilistic nature of AI systems. Consequently, there is a risk that technological de-
velopment will outpace the capacity of institutions to prepare users for its implications.

The theoretical issues outlined in the article point to several areas that require 
further research. Firstly, it appears imperative to elucidate the operationalization of 
AI literacy in empirical research. The second significant area of research pertains to 
the analysis of causal relationships between the level of AI literacy and the processes 
of skill formation over time. Longitudinal studies would be particularly valuable in 
capturing how AI-related competencies affect learning ability, professional mobility, 
and adaptation to technological change. 

A further significant avenue for future research pertains to the examination of 
normative and ethical issues. As artificial intelligence systems become integrated into 
decision-making infrastructure, competences related to understanding algorithmic 
responsibility, transparency and social risks are gaining civic significance. Consequ-
ently, research on AI literacy should encompass not only the instrumental dimen-
sion, but also the role of these competences in shaping conscious participation in 
social and economic life.



88 Olga Pankiv, Wojciech Duranowski

References
AI4K12 Initiative. (2019). AI4K12 Five Big Ideas in Artificial Intelligence. Association for the Advance-

ment of Artificial Intelligence (AAAI) and Computer Science Teachers Association (CSTA). https://
ai4k12.org/resources/big-ideas-poster/

Alan Turing Institute. (2024). AI skills for business competency framework. https://www.turing.ac.uk/
skills/collaborate/ai-skills-business-framework

Australian Government Department of Education. (2025). Australian framework for generative artificial 
intelligence (AI) in schools.https://www.education.gov.au/schooling/resources/australian-frame-
work-generative-artificial-intelligence-ai-schools

Australian Government Department of Industry, Science and Resources. (2025). National AI plan. 
https://www.industry.gov.au/sites/default/files/2025-12/national-ai-plan.pdf

Australian Government Department of Infrastructure, Transport, Regional Development, Communi-
cations, Sport and the Arts. (2025). Social media minimum age. https://www.infrastructure.gov.au/
media-communications/internet/online-safety/social-media-minimum-age

Bourdieu, P. (1986). The Forms of Capital. In J. G. Richardson (Ed.), Handbook of Theory and Research 
for the Sociology of Education. Greenwood, 241–258. 

Bruynseels, K., Asveld, L., Van den Hoven, J. (2025). Foundation models for research: A matter of trust? 
Artificial Intelligence in the Life Sciences, 7, 100126. https://doi.org/10.1016/j.ailsci.2025.100126

Chiu, T. K. F., Ahmad, Z., Ismailov, M., Sanusi, I. T. (2024). What are artificial intelligence literacy and 
competency? A  comprehensive framework to support them. Computers and Education Open, 6, 
100171. https://doi.org/10.1016/j.caeo.2024.100171

Cosgrove, J., Cachia, R. (2025). DigComp 3.0: European digital competence framework. Fifth edition. 
Publications Office of the European Union. https://data.europa.eu/doi/10.2760/0001149

Department for Science, Innovation and Technology and Department for Education. (2025). PM launch-
es national skills drive to unlock opportunities for young people in tech. https://www.gov.uk/govern-
ment/news/pm-launches-national-skills-drive-to-unlock-opportunities-for-young-people-in-tech

Delcker J.(2019), Finland’s grand AI experiment. Politico Europe,,, https://www.politico.eu/article/fin-
land-one-percent-ai-artificial-intelligence-courses-learning-training

European Commission. (2023). State of the digital decade. Digital Skills and Jobs Platform.https://digi-
tal-skills-jobs.europa.eu/en/actions/european-initiatives/state-digital-decade-package 

European Commission, OECD. (2025). Empowering learners for the age of AI: An AI Literacy framework 
for primary and secondary education. https://ailiteracyframework.org/

Kandlhofer, M., Steinbauer, G., Hirschmugl-Gaisch, S., Huber, P. (2016). Artificial intelligence and com-
puter science in education: From kindergarten to university. In: 2016 IEEE Frontiers in Education 
Conference (FIE), IEEE, 1-9.

Kasneci, E., Sessler, K., Küchemann, S., Bannert, M., Dementieva, D., Fischer, F., ... Kasneci, G. (2023). 
ChatGPT for good? On opportunities and challenges of large language models for education. Learning 
and Individual Differences, 103, 102274. https://doi.org/10.1016/j.lindif.2023.102274 

Littman, M. L., Ajunwa, I., Berger, G., Boutilier, C., Currie, M., Doshi-Velez, F., Hadfield, G., Horowitz, 
M. C., Isbell, C., Kitano, H., Levy, K., Lyons, T., Mitchell, M., Shah, J., Sloman, S., Vallor, S., Walsh, T. 
(2021). Gathering strength, gathering storms: The One Hundred Year Study on Artificial Intelligence 
(AI100) 2021 study panel report. Stanford University. http://ai100.stanford.edu/2021-report

Long, D., Magerko, B. (2020). What is AI literacy? Competencies and design considerations. In Proceed-
ings of the 2020 CHI Conference on Human Factors in Computing Systems ACM, 1-16, https://
doi.org/10.1145/3313831.3376727

MIT RAISE. (2022). Day of AI curriculum. https://dayofai.org/



AI Literacy for Skills Formation under Conditions of Accelerating... 89

OECD. (2021). The OECD Framework for digital talent and skills in the public sector (OECD Working 
Papers on Public Governance, No. 45). OECD Publishing. https://doi.org/10.1787/4e7c3f58-en 

OECD. (2023). AI and the future of skills, Volume 2. OECD Publishing. https://doi.org/10.1787/
a9fe53cb-en

OECD. (2025a). PISA 2029 media and artificial intelligence literacy. https://www.oecd.org/en/about/
projects/pisa-2029-media-and-artificial-intelligence-literacy.html

OECD. (2025b). Artificial intelligence and education and skills. https://www.oecd.org/en/topics/artifi-
cial-intelligence-and-education-and-skills.html

Robertson, J. (2025). Teach AI literacy: A guide for teachers. University of Edinburgh, Data Education in 
Schools Project. https://trails.scot/wp-content/uploads/2025/05/Teach_AI_Handbook_Final.pdf

Skills England. (2025). AI skills for the UK workforce. https://www.gov.uk/government/publications/ai-
skills-for-the-uk-workforce

Stone, P., Brooks, R., Brynjolfsson, E., Calo, R., Etzioni, O., Hager, G., Hirschberg, J., Kalyanakrishnan, 
S., Kamar, E., Kraus, S., Leyton-Brown, K., Parkes, D. C., Press, W., Reddy, S., Talley, E., Teller, 
A.,Walsh, T. (2016). Artificial intelligence and life in 2030: One Hundred Year Study on Artificial In-
telligence. Stanford University. https://ai100.stanford.edu/sites/g/files/sbiybj18871/files/media/file/
ai100report10032016fnl_singles.pdf 

Touretzky, D., Gardner-McCune, C., Martin, F., Seehorn, D. (2019), Envisioning AI for K–12: What 
should every child know about AI? In Proceedings of the AAAI Conference on Artificial Intelligence 
(9795–9799). AAAI Press. https://doi.org/10.1609/aaai.v33i01.33019795

Thelen, K. (2004). How Institutions Evolve: The Political Economy of Skills in Germany, Britain, the United 
States, and Japan. Cambridge University Press.

Treasury Board of Canada Secretariat. (2025). AI strategy for the Federal Public Service 2025–2027: Full-
text. Government of Canada. https://www.canada.ca/en/government/system/digital-government/
digital-government-innovations/responsible-use-ai/gc-ai-strategy-full-text.html

UNESCO. (2024). AI competency framework for students. United Nations Educational, Scientific and 
Cultural Organisation. https://unesdoc.unesco.org/ark:/48223/pf0000391105 

UNESCO. (2024a). AI competency framework for teachers. United Nations Educational, Scientific and 
Cultural Organisation. https://unesdoc.unesco.org/ark:/48223/pf0000391104 

University of Helsinki. (2023). Elements of AI has introduced one million people to the basics of arti-
ficial intelligence. https://www.helsinki.fi/en/news/artificial-intelligence/elements-ai-has-intro-
duced-one-million-people-basics-artificial-intelligence

Wing, J. M. (2006). Computational thinking. Communications of the ACM, 49(3), 33–35. https://doi.
org/10.1145/1118178.1118215

World Economic Forum. (2025). The future of jobs report 2025. World Economic Forum. https://www.
weforum.org/publications/the-future-of-jobs-report-2025 

Van Dijk, J. (2020). The Digital Divide. Cambridge, Polity Press
Xu P., Zhu X., Clifton D.A. (2023). Multimodal Learning with Transformers: A Survey. IEEE Transactions 

on Pattern Analysis and Machine Intelligence, vol. 45, no. 10, 12113-12132. https://doi.org/10.1109/
TPAMI.2023.3275156 




